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HISTORICAL OUTLINE

The structure of the ionosphere.

Since the Kennelly-Heaviside hypothesis in 1902 of the existence of a partially conducting layer in the upper atmosphere was proved to be true by the experiments of APPLETON and BARNETT (1925) and BREIT and TUVE (1926), this region has become known as the ionosphere.

The ionosphere was soon discovered to consist of, not one but several layers (Fig. 1)

(i) A layer at a height of just over 100 km, called the E layer.
(ii) A layer at a height of approximately 300 km, called the F2 layer.
(iii) A layer at a height of approximately 200 km, called the F1 layer; this layer differs from the other two in that it is only present during the day time in Summer.
(iv) Occasional intense reflections from a height of about 100 km, are found — these cannot be attributed to the normal E layer and have received the name "Sporadic E".

The presence of two E layers (E1 and E2) has been suggested by HALLIDAY (1935) and BEST and RATCLIFFE (1938), but until recently most workers still seem to attribute these
Fig. 1. Ionized regions of the upper atmosphere. The relative density of ionization is roughly indicated by the depth of shading. During daytime another region of ionization $E_2$ is sometimes formed immediately above $E_1$; this is not shown. Region $D$ is mainly an absorbing region. At night this region disappears and also $F_1$ and $F_2$ coalesce to form a single Region $F$. 
reflections to Sporadic E. Recent measurement by rockets of the electron density at E layer heights still do not confirm whether such bifurcation exists in the E region. The diurnal and seasonal variations of the first three layers indicate that the sun is the chief agent in their production. It is generally agreed that these layers consist of ionised molecules or atoms and free electrons produced by radiation from the sun.

The origin of Sporadic E ionisation is still obscure, but it is thought that these sudden increases in ionisation which occur at E layer heights are due to passing meteors. Recently it has also been suggested by SEDDON, PICKAR and JACKSON (1954) from rocket measurements that Sporadic E might be due to a steep electron density gradient above the F layer.

Propagation of electro-magnetic waves in the ionosphere.

APPLETON (1932) has worked out the theory of the propagation and reflection of electro-magnetic waves in an ionised layer. The theory shows that reflection of an electro-magnetic wave will take place provided that the electron density is sufficiently high. The higher the electron density, the higher the frequency that will be reflected. The presence of the free ions and electrons has the effect of reducing the effective refractive index of the medium. If the electron density is sufficiently high, the refractive index may be reduced to zero, which is the condition for the reflection of an incident electro-magnetic wave. Depending on the maximum electron
density of a layer, there will naturally be a certain maximum
frequency which can be reflected - this is called the critical
frequency. The layer will reflect all frequencies below the
critical and none above it.

Owing to the fact that the electro-magnetic wave is being
propagated in the earth's magnetic field, the wave is split
into two components elliptically polarised with opposite rotation.
Each of the polarised components has its own critical frequency
and for the ordinary waves this critical frequency \( f^0 \) is related
to the maximum electron density, \( N \), by the formula:

\[
N = \frac{\pi m}{e} (f^0)^2
\]

where 'm' and 'e' are the electronic mass and charge in e.s.u.,
and '\( f^0 \)' is the critical frequency when measured at vertical
incidence. Substituting the numerical values for
\( e = 4.80 \times 10^{-11} \) e.s.u. and \( e/m = 5.27 \times 10^{17} \) e.s.u., and
expressing \( f^0 \) in Mc/sec. this becomes:

\[
N = 1.24 \times 10^4 (f^0)^2
\]

The critical frequency for the extraordinary wave \( f^x \)
is found to differ from \( f^0 \) by an amount which depends on the
strength and direction of the magnetic field. Since at any given
place these are practically constant, the separation between
the two critical frequencies is also constant.

Considerable discussion has taken place by TONKS (1933),
NORTON (1933), HARTREE (1933), DARWIN (1934), (1943) and
RATCLIFFE (1939) on the advisability of applying the Lorentz
theory of electrons to this theory. If this is done the
general results of Appleton's theory are not altered but the
numerical values obtained differ by as much as 50% in some
cases. Recent measurements by rockets of the electron density
up to 220 km. (SEDDON, PICKAR and JACKSON, 1954) indicate
that the Lorentz term can in all probability be neglected.
In view of this, the Lorentz term has not been included in
the present work.

Methods of determining the apparent or virtual height
of the layers have been developed by APPLETON and BARMETT (1925)
BREIT and TUVE (1926), and APPLETON and RATCLIFFE (1927), but
these will be discussed later.

Appleton's theory states that the presence of the free
ions and electrons has the effect of reducing the effective
refractive index of the medium, and hence the group velocity
(i.e. the velocity with which the energy is propagated). In
calculating the apparent height of the layer from time delay
measurements, it is assumed that the energy is propagated
everywhere with the velocity of light; thus the apparent
height is always greater than the true height by an amount
depending on the density of ionisation at all points along the
path. This apparent height so measured is normally termed
the "virtual height".

Methods of deducing the true height from the virtual
height have been proposed by APPLETON (1930) (1937), MURRAY
and HOAG (1937), BOOKER and SEATON (1940), MANNING (1947) and KELSO (1952). Up to the present wide scale deductions of true heights from virtual heights have not been undertaken and most workers have confined their attention to virtual height readings. This is mainly due to the long and time consuming procedure involved.

Ionosphere stations have been in operation over almost all parts of the world for the past 25 years. The diurnal and seasonal variations of the maximum electron density and virtual height of the layers are now well established.

The formation of the ionised layers.

The basic theory of layer formation under the action of the sun's radiation is that of CHAPMAN (1931). This theory has many simplifying assumptions, which are probably not true for the conditions prevailing in the ionosphere. It has, however, served as an important basis for the theoretical study of the formation of the ionised layers. Both the E and F₁ layers approximate fairly closely to "Chapman" layers.

From the regular observations made on the E and F₁ layers it is noted that their ionisation follows the rise and fall of the sun very closely. It is thus natural to assume that ultra-violet radiation is the ionising agent for these two layers. The morphology of the F₂ region, however, exhibits many complexities and anomalies in time and space which cannot be accounted for by simple Chapman theory.
It has also been suggested by Chapman (1932) that the ionised layers might be produced by neutral particles emitted from the sun with a limiting velocity of 1600 km/sec. Various factors have been introduced to account for the observed variations of \( F_2 \) ionisations. Gledhill and Szentrei (1950) and Nicolet (1951) considered an atmosphere with a linear temperature gradient rejecting Chapman's assumption of an isothermal atmosphere. It was considered that the departure from the Chapman theory was due to expansion due to heating. The drift theory of Martyn (1947 a, b) has received increasing attention in the post-war years. According to this theory, the abnormal daily, seasonal and latitude variations of \( f^0 F_2 \) and of the maximum height of \( F_2 \) are due to the polarisation S (electrostatic) field, associated with the production of the current in the "dynamo" region of the ionosphere responsible for the observed magnetic variations on both magnetically "quiet" and magnetically "disturbed" days.

Ratcliffe (1951) has recently evaluated \( \int N dh \), thus determining the total number of electrons in a vertical column of one square centimetre through the \( F_2 \) region below its maximum. In this way it was possible to eliminate any effect of expansion or movements. He showed that the total number of electrons calculated this way behaved in quite a regular manner with respect to the sun. This provided
support for the ultra-violet origin of the F2 layer.

Early measurements made during solar eclipses.

Information as to the controlling effect of the sun's radiation on the ionised layers can be obtained by observing the changes in ionisation produced by a solar eclipse.

Radio measurements made during solar eclipses as early as 1925 and 1927 established that appreciable effects were produced within those regions which were responsible for long distance radio transmission (i.e. the ionosphere). The Breit and Tuve pulse or echo-sounding technique, which could determine changes produced within the ionosphere was not available until the total solar eclipse of August 31, 1932. The study of ionisation changes during an eclipse afforded an ideal opportunity for testing the two hypotheses regarding the origin of the ionospheric layers, namely as to whether ultra-violet radiation or neutral corpuscles were the ionising agent. The eclipse for corpuscles - ("corpuscular eclipse") occurs several hours before the optical or ultra-violet eclipse.

During the 1932 eclipse extensive observations were made in America. Marked decreases in the ionisation of the E and F1 layers were observed, coinciding with the time of the optical eclipse. This provided evidence for the ultra-violet origin of these two layers. No positive evidence at all was obtained that any change in ionisation was produced in the
Further measurements were made during subsequent eclipses in 1935, 1936, 1937 and during the partial eclipse of April 7, 1940. Further and conclusive evidence was obtained during these eclipses in favour of the ultra-violet origin of the F and F\textsubscript{1} layers. The observations also showed that the ionisation changes were closely in equilibrium with the source. Uncertainty still prevailed whether solar ultra-violet radiation or corpuscles or both were active in the formation of the F\textsubscript{2} region.

The interpretation of eclipse effects in the F\textsubscript{2} region has been by no means an easy task. During the middle part of the day large and irregular fluctuations are likely to occur. Thus many observers (KIRBY, GILLILAND and JUDSON, 1935, SCHAFER and GOODALL, 1936) have been forced to admit that what appeared to have been an eclipse effect in the F\textsubscript{2} region might just as well have been an everyday fluctuation. In addition, it is well known that increased magnetic activity affects the ionised layers, particularly the F\textsubscript{2} layer. The eclipse of June 19, 1936 was accompanied by a severe magnetic storm. KIRBY et al (1936), MAISMITH (1937) and other observers were thus unable to decide whether the observed effects were due to the eclipse or the magnetic storm.

The advent of the Second World War prevented large numbers of readings being taken during eclipses until 1945. However, a total eclipse of the sun occurred on October 7, 1940.
over parts of Brazil and South Africa. A party under GILLILAND (1942) made observations in Brazil, and three parties under HIGGS (1942), PIERCE (1948) and HALLIDAY (PIERCE, HIGGS and HALLIDAY, 1940a, b, 1942) undertook readings in South Africa. These three parties in South Africa were placed some distance apart along the belt of totality. Although Higgs was not sure that there was an eclipse effect on the F₂, comparing with Pierce's results, he states that any eclipse effect was certainly an ultra-violet effect and not corpuscular.

Now that it had been established that ultra-violet radiation was at least responsible for the E and F₁ layers, it was interesting to see whether this radiation was emitted uniformly from the sun's disc. From the known relationship between radio fade-outs and chromospheric eruptions, local and important "hot spots" are known to exist at certain times; but the regular behaviour of the E region from day to day, in contrast with the much bigger variations, for example in the areas of bright hydrogen patches visible on the sun, suggest that these locally enriched areas are of only temporary importance. The fact that Higgs and Pierce were so placed along the belt of totality was of particular use in determining whether there was any such non-uniformity in the radiation from the solar disc. It appeared that the radiation responsible for the E region was not emitted uniformly from the sun's disc, but was coming at least mainly from groups of calcium flocculi.
Large groups of observers took observations in Scandinavia during the eclipse of July 9, 1945. RYDBECK (1946) found a correlation with radiation emitted from hydrogen faculae. Later WALDMEIER (1947) showed that in fact a better fit to Rydbeck's readings could be obtained by correlating with the intensities of the 5303Å coronal radiation. Since the main emitting regions of coronal radiation were closely connected with the faculae regions such an analysis was not conclusive.

Recently MINNIS (1955) from E layer measurements also found a correlation with sources of intense green coronal radiation.

The electron-loss processes in the ionosphere.

If the formation of each of the ionised regions is attributed to the ionisation of some particular atom or molecule, then the rate of increase of electron density \( N \), is given by the equation:

\[
\frac{dN}{dt} = q - k \]

where \( q \) is the rate of production of electrons or positive ions per cm\(^3\) due to photonionisation and \( k \) is the rate of loss of electrons per cm\(^3\) due to some process (e.g. recombination etc.) APPLETON and NAISMITH (1932) inclined to the view that electrons disappeared mainly by attachment to neutral particles, and the subsequent mutual neutralisation of positive and negative ions took place. ECKERSLEY (1933) however, favoured
a process of recombination between electrons and positive ions. Later APPLETON and NAISMITH (1935) adduced their arguments in favour of the main process being recombination in both the $E$ and $F$ regions. MARTYN and PULLEY (1936) then suggested that recombination and attachment followed by the subsequent breaking up of the negative ions all occurred together. MASSEY (1937) and BATES et al (1939) have shown that this is probably a satisfactory picture of what occurs and that it does account generally for the observed variations, in particular for the apparent behaviour according to a recombination law, when in fact important attachment and detachment processes are occurring together.

For a simple recombination process, the ionospheric continuity equation becomes:

$$\frac{dN}{dt} = q - \alpha N^2$$

where $\alpha$ is the radiative recombination coefficient. For a predominantly attachment process the equation becomes:

$$\frac{dN}{dt} = q - \beta N_0 N$$

where $\beta$ is the attachment coefficient and $N_0$ is the number of neutral particles per cm$^3$.

On the theory of Massey and his collaborators the equation would be:

$$\frac{dN}{dt} = q - \alpha' N^2$$

where $\alpha'$ is the "effective" recombination coefficient, which
includes factors due to attachment etc.

Measurements made during solar eclipses also provide information as to the electron-loss coefficients, whether they be due to attachment alone or due to an effective recombination process.

HULBURT (1939) suggested that if the ionospheric continuity equation were of the form say of equation 6, then during an eclipse this would reduce to:

\[ \frac{dN}{dt} = f q - \lambda' N^2 \]

where \( f \) is the unobscured fraction of the solar disc. In order to determine the likely value of \( \lambda' \) for any particular layer a value of \( \lambda' \) is assumed and \( q \) calculated from control day data using equation 6. Using these values of \( q \), the expected or "theoretical" variation of \( N \) is then calculated from point to point during the eclipse using equation 7. The process is then repeated for different values of \( \lambda' \) until the best fit with the experimental curves is obtained.

Using this method, values of \( \lambda' \) have been calculated from many eclipse measurements. The values differ considerably from eclipse to eclipse, but in general the following values are approximately those found for each of the three main layers.

\[ \lambda'_E = 1 \times 10^{-8} \text{ cm}^3 \text{ sec}^{-1} \]
\[ \lambda'_F_1 = 5 \times 10^{-9} \text{ cm}^3 \text{ sec}^{-1} \]
\[ \lambda'_F_2 = 1 \times 10^{-10} \text{ cm}^3 \text{ sec}^{-1} \]

Some observers (e.g. Kirby, Gilliland and Judson, 1936;
SAVITT (1950) have concluded that attachment is the predominant electron-loss process in the F$_2$ region. They found that equation 5 with q replaced by $f_q$ during the eclipse provided a much better fit to experimental observations than the effective recombination law of equation 6. At the present time the electron-loss processes are still a matter of some considerable discussion.

BATES et al. (1939) have calculated that $\alpha_e$ the radiative recombination coefficient is of the order of $10^{-12} \text{ cm}^3 \text{ sec}^{-1}$. Clearly from the values of $\alpha'$ obtained from eclipses - and other means - this process is too slow to account for the observed values of $\alpha'$. Massey and his collaborators (MASSEY, 1937; BATES et al., 1939) have shown that:

$$\alpha' = \alpha_e + \lambda \alpha_1$$

where $\lambda$ is the ratio of the number of negative-ions to the number of electrons, and $\alpha_1$ is the ionic recombination coefficient. Since $\alpha_e \ll \alpha'$, $\alpha' = \lambda \alpha_1$ .... 9

In this way it was possible to explain the large values of $\alpha'$ deduced from experiment.

Later, however, BATES and MASSEY (1943, 1946) have shown that in fact their negative-ion theory of the recombination coefficient still does not account for the large values of $\alpha'$ since the theoretical values of $\lambda$ and $\alpha_1$ are still too small.

In order to overcome this difficulty BATES and MASSEY (1947) have proposed a new recombination theory in
which it is supposed that positive molecular ions recombine due to dissociative recombination (in the E layer) and positive atomic ions transfer their charge to molecules with subsequent dissociative recombination (in the F region). The theoretical value of the dissociative recombination coefficient is about $10^{-8}\text{cm}^3\text{sec}^{-1}$ and this readily accounts for the observed values of $\alpha'$. On this theory $\alpha'$ would decrease with height as the molecular concentration decreases with height.

The theory shows that lower down at E and F\textsubscript{1} heights the electron loss rate would be proportional to $N^2$ (recombination-like) and higher up at F\textsubscript{2} heights it would be proportional to $N$ (attachment-like). This would seem to account for the fact that some observers have concluded from eclipse measurements that the loss of electrons in the F\textsubscript{2} layer follows an apparent attachment law, although this point has not yet been mentioned in the literature.

**Origin of the F\textsubscript{2} layer.**

It was first suggested by BRADBURY (1938) that the F\textsubscript{2} layer might have the same origin as the F\textsubscript{1} layer due to the ionisation of the same ionisable constituent by the same source of radiation, but being formed because of the much slower electron loss rate at F\textsubscript{2} heights.

The consequences of this hypothesis have been considered by MITRA (1952), RATCLIFFE et al (1956) and RATCLIFFE
(1956). In particular, Ratcliffe (1956) has shown that this hypothesis is also consistent with the dissociative recombination theory of Bates and Massey. He shows that this accounts for the formation of the F\textsubscript{1} layer only during the daytime in summer and in particular at sunspot minimum. In addition, it is pointed out that an F\textsubscript{1} peak should be more enhanced during a solar eclipse. This has in fact been observed on several occasions as the formation of an additional layer (F\textsubscript{2}\textsubscript{1}) between the F\textsubscript{1} and F\textsubscript{2} regions. (e.g., LEDIG et al, 1946; ESTRABAUD, 1952; MINNIS, 1955). The F\textsubscript{2}\textsubscript{1} layer so formed later merged with the F\textsubscript{2} again, when the F\textsubscript{1} layer recovered its normal ionisation towards the end of the eclipse.

The eclipse of December 25, 1954.

The work presented in this thesis contains an analysis of ionospheric records obtained during December 1954 and January 1955, including an annular solar eclipse which occurred on December 25, 1954.

In spite of investigations over twenty-five years, including investigations at over fifteen eclipses, a large number of problems still remain unsolved, in particular regarding the behaviour of the F\textsubscript{2} region. The normal ionospheric records obtained by the pulse sounding method at most recording stations do not lend themselves to particularly accurate measurement of critical frequency or of the virtual height. It must be remembered that if
quantities like $N^2$ are to be calculated this involves the evaluation of $(r^0)^4$, and clearly the accurate measurement of critical frequency is very important. For the purpose of this investigation a specially designed automatic ionosphere sounder of high resolution was constructed in order to achieve this end.

The great majority of workers in this field, in analysing daily ionospheric records have limited their calculations and conclusions to the observation of critical frequencies and virtual heights. It is admitted that the conversion of virtual heights to true heights by any of the earlier methods presented in the literature (e.g. BOOKER and SEATON, 1940) involves a considerable amount of additional computation. In addition, until recently the methods are usually based on the assumption of a parabolic layer which is generally not true, except near the maximum in the layer. However, it must be stressed that any results based entirely on virtual height observations can hardly give even a qualitative explanation of the processes which take place in the ionosphere. Recent methods of computing the true height from the virtual height (MANNING, 1947; KELSO, 1952) are based on fewer assumptions and the electron density - height distribution can be calculated fairly simply. Observations at only two eclipses (SAVITT, 1950; MANNIS, 1955) have made use of these methods. The complete scaling of all the records taken during this
investigation, using the method of KELSO (1952), was thus undertaken. A thorough and complete picture of the control conditions were thus obtained for comparison with eclipse observations.

Clearly, ionospheric readings during solar eclipses offer unique opportunities for studying the many factors which influence the ionised layers and which could not so easily be deduced from the normal diurnal and seasonal variation. It is hoped that the observations and deductions produced in this thesis will make some contribution to a clearer understanding of the processes which take place in the ionosphere.
PART 1

(a) Experimental Methods.

Introduction.

The Experiments of APPLETON and BARNETT (1925) and BREIT and TUVÉ (1926) were able to prove the existence of a conducting layer in the upper atmosphere. Appleton and Barnett varied the frequency of a transmitter linearly by a small amount, and were able to produce interference fringes at a receiving station some distance away; these could only be attributed to interference between a "ground ray" coming straight from the transmitter and a "sky wave" reflected from the conducting layer. By counting the number of fringes they were able to calculate the apparent path difference and hence the virtual height of the layer.

Breit and Tuvé modulated a transmitter with a series of pulses of 500 microseconds duration. They coupled an oscillograph to the receiver and this showed two received pulses - again, one due to the ground wave and one due to the sky wave. By measuring the time interval between the two received pulses the virtual height could be calculated.

APPLETON and RATCLIFFE (1927) devised a third method of measuring the virtual height. Using a directional receiving antenna system they were able to measure the angle of incidence of the down-coming sky wave.

The Breit and Tuvé method has proved to be preferable for further investigation, and has been improved and developed.
At Rhodes University, ionospheric measurements had previously been made by manually operated equipment (GLEDHILL and SZENDREI, 1947). This method is laborious and time consuming, and it is obviously an advantage to construct a sounder which will take readings automatically at definite intervals.

Completely automatic equipment has been devised by BERKNER, WELLS and SEATON (1936) and others, and the Carnegie Institute maintains such apparatus in continuous operation for recording conditions in the ionosphere at a number of stations throughout the world. Whilst this apparatus operates very satisfactorily a large number of engineering problems had to be overcome. A transmitter and receiver had to be designed to cover the large frequency range, say from 0 to 15 Mc/sec. Obviously no oscillator can cover this range in one band, and apparatus such as that used by the Carnegie Institute becomes very intricate when three or four bands are required. Not only do the transmitter and receiver have to be bandswitched automatically, but the receiver has to be kept tuned to the transmitter at all stages. The apparatus becomes very bulky with the additional mechanical equipment necessary to carry out these operations.

WADLEY (1949) brilliantly overcame this necessity for bandswitching by employing the heterodyne principle. A single oscillator is required operating between 30 Mc/sec and 50 Mc/sec; this can be done in a single band.
To produce an output of 0 to 20 Mc/sec the oscillator is mixed with a fixed oscillator at 30 Mc/sec, the difference in frequency (0 - 20 Mc/sec) being amplified through a system of wide-band amplifiers. The variable oscillator 30 to 50 Mc/sec is also used as the local oscillator of a superheterodyne receiver giving an intermediate frequency of 30 Mc/sec, with the incoming signals of 0 to 20 Mc/sec.

Block diagram of Wadley's heterodyne technique.

In this manner the transmitter and receiver are at all times tuned to one another and the complete operation can be performed by the rotation of a single condenser.

Using this principle a completely automatic ionosphere sounder was constructed and readings were taken over two months centring on an annular eclipse of the sun which occurred over South Africa on December 25, 1954.
Design of Automatic Ionosphere equipment.

As has been stated above, the method consists of sending out short pulses of suitable length, varying the frequency of the transmitter and receiving both the ground wave and the sky wave on a special receiver whose output is coupled to a recording device. In this case a cathode ray oscillograph was used. At any moment the oscillograph will indicate the virtual height of the reflected ray corresponding to the time delay between the ground ray and the reflected ray. Accurate measurement is required of (i) the frequency of the transmitter and (ii) the virtual height of the reflecting medium corresponding to this frequency. Height calibration is obtained by applying suitable "pips" to the oscillograph corresponding to 50 km. height marks. Frequency calibration is obtained by applying the height pips at \( \frac{1}{2} \) Mc/sec intervals. This is done through a calibration "gate" stage.

For the purpose of description the equipment may thus be divided into the following sections:

(a) Pulse generator
(b) Transmitter
(c) Aerial system
(d) Receiver
(e) Height Calibrator
(f) Frequency Calibrator
(g) Calibration Gate stage
In order to arrange for the system to be independent of the stability of high frequency oscillators the use of double heterodyne in both the transmitter and receiver is employed. The fixed frequency of 30 Mc/sec is obtained by taking the fourth harmonic of a 7.275 Mc/sec crystal oscillator, giving a frequency of 29.1 Mc/sec. This is then mixed with a pulsed oscillator of 900 Kc/sec, giving the desired output of 30 Mc/sec. The 29.1 Mc/sec so derived is also used as the second local oscillator of the receiver. It is mixed with the first I.F. of 30 Mc/sec and a second I.F. of 900 Kc/sec is produced. This is much more suitable for amplification in the receiver than the 30 Mc/sec I.F. Fig. (2) shows a block diagram of the apparatus.

The apparatus was constructed on five chassis, each approximately 2 feet 6 inches by 1 foot 6 inches, housed in a framework of racks about 6 feet high. (Fig. 3).

The construction of the apparatus, which is described here, was actually started several years previously but was abandoned after only Chassis 1 and part of Chassis 2 had been completed. After some modifications to these two chassis the construction of the remainder of the five chassis was completed by October 1954 in preparation for readings relating
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FIG: 3  AUTOMATIC IONOSPHERE SOUNDER
to the eclipse.

Each chassis comprised the following parts of the equipment:

- **Chassis I**: Main Power Supplies - (Figs. 4 and 5)
- **Chassis II**: Automatic Switching for filaments and H.T. supplies, frequency calibrator - (Figs. 6 and 7)
- **Chassis III**: Monitoring oscillograph, pulse generator, height calibrator, calibration gate stage video output and AVC stages of the receiver - (Figs. 8 and 9)
- **Chassis IV**: Transmitter driver, receiver, automatic switching for recording camera and condenser drive motor - (Figs. 10 and 11)
- **Chassis V**: Transmitter amplifiers and output stage (Figs. 12 and 13)

The recording oscillograph and its power supply are seen in Figs. 14 and 15, and the recording camera in Fig. 16.

(a) **Pulse generator and modulator.**

Using the pulse sounding method for ionosphere investigation, certain limits must naturally be attached to the pulse length and pulse rate. The duration of the pulse must be sufficiently short not to overlap the leading edge of the reflection from the lowest layer. As the height of the E layer is about 100 km, the length of the forward and return path at vertical incidence is 200 km. If the signal travels with the speed of light ($3 \times 10^5$ km/sec) then:-
Time delay of echo = \[ \frac{200 \times 10^5}{3} \approx 667 \mu \text{secs}. \]

However, the pulse should not be very short because the amount of energy which can be radiated with a given transmitter decreases as the pulses are shortened. Practically, a length of 100 to 200 micro-seconds is found to be suitable.

In addition, the interval between pulses must be large compared with the time delay of an echo from the highest layer. Virtual heights of 1,000 km. are not uncommon in the pulse sounding of the F2 layers, particularly near the critical frequency. By a similar calculation to the above this gives a time delay of about 7,000 micro-seconds. Thus the pulse rate should not exceed 150 per second. The lower limit is set by the persistence of the glow on the CRO screen.

In a town supplied with 50 c/sec A.C. mains, it is very convenient to control the pulse rate from the mains. The method offers the advantage that other apparatus may easily be synchronised with the pulse rate and will not go out of synchronisation even if the mains frequency fluctuates somewhat.

The pulse generator is located on Chassis 3, and comprises valves V_{22}, V_{23}, V_{24} and V_{20}. The 50 c/sec A.C. mains is applied to the grid of V_{22} from the 6.3 volts filament potential through the step-up transformer T_{12} and the phase-shifting circuit 2\,\mu\text{rd} and 10K. V_{22} squares and limits the wave which is then differentiated by the 500 pf
and 500K at the grid of $V_{23}$. At this stage it was found that the pulse was not sharp enough due to insufficient squaring in $V_{22}$. In order to obtain a sharper pulse a double triode $V_{24}$ was used as a multivibrator. Normally the multivibrator is in a quiescent state, since its first grid is returned to a point 50 volts negative and its second grid is returned to H.T. positive. A negative going square wave from $V_{23}$ applied to the second grid of $V_{24}$ thus sets one cycle of the multivibrator in motion. The multivibrator is designed to give a very sharp negative slope and this is differentiated by the RC circuit at the grid of $V_{20}$ which therefore determines the duration of the pulse.

$V_{20}$ is the pulse modulator and is normally drawing heavy current since its grid is leaked to ground (i.e. H.T. positive relative to the cathode). Corresponding negative voltages are thus developed across the various sections 2.5K, 1K and 12.5K in the plate load. These voltages are sufficient to cut off each of the various transmitter amplifier stages to which they are applied as grid bias. The negative going square wave from the multi-vibrator causes the tube to cut off sharply, and the transmitter amplifiers thus become conducting. The duration of the pulse is controlled by $C_3$ which alters the RC time constant at the grid of $V_{20}$ by varying the 500K resistor.
(b) Transmitter.

This is divided into two sections, the transmitter driver which comprises valves V\(_{33}\) to V\(_{43}\) inclusive on Chassis 4, and the transmitter amplifiers which comprise the whole of Chassis 5. (V\(_{44}\) to V\(_{49}\)). V\(_{43}\) is a crystal controlled oscillator operating at 7.275 Mc/sec. This drives a multiplier stage V\(_{42}\), whose plate circuit is tuned to the fourth harmonic (29.1 Mc/sec). This frequency of 29.1 Mc/sec is then fed into the first transmitter mixer stage V\(_{41}\). The signal grid of V\(_{41}\) is fed with a pulsed 900 Kc/sec wave from V\(_{40}\). Normally V\(_{40}\) is biased beyond cut off through the 20K grid leak resistor to the pulse modulator plate load via cross connected U to Chassis 3. Thus V\(_{40}\) is caused to produce a pulsed oscillation of 900 Kc/sec in synchronism with the pulse generator. The 2M resistor from the grid of V\(_{40}\) to H.T. positive ensures that the grid is brought to ground potential at the start of the pulse and not somewhere negative.

The mixer stage V\(_{41}\) has its output sharply tuned to 30 Mc/sec and a pulse of this frequency is developed across it. V\(_{39}\) and V\(_{37}\) are stages similarly tuned to 30 Mc/sec. Their purpose is not to amplify but to select the 30 Mc/sec pulse and suppress the original 29.1 Mc/sec. Hence the feed to the grid of each stage is tapped down the previous tuned circuit.

The output of V\(_{37}\), suitably matched down to low
impedance is coupled via the 10 pf condenser to the cathode of \( V_{35} \), a low-impedance diode which is the second transmitter mixer stage.

\( V_{36} \) is the main oscillator operating from 30 to 50 Mc/sec. The upper frequency limit can be set by the 20 pf trimmer, and the lower limit by the 100 pf paddar condenser. The output of this oscillator is applied to the cathode follower \( V_{39} \) to match down to low impedance and then fed to the plate of the mixer \( V_{35} \). The difference in frequency of 0 to 20 Mc/sec appears across the cathode coupling condenser of 10 pf. This 10 pf condenser forms the mid-shunt input component of a low pass filter terminated in 700 ohms. The 10.5 microhenries inductance is the series element, whilst the grid capacity of \( V_{34} \) acts as the mid-shunt terminating element. This is a low-pass filter corresponding to type I in Fig. 17. This and all the subsequent coupling filters cut off at 20 Mc/sec. \( V_{34} \) is the first wide-band amplifier.

At this stage there would normally have been enough output to feed \( V_{44} \), the first of the three transmitter amplifier stages located on Chassis 5. However, the output from Chassis 4 had to be fed through coaxial-cable to Chassis 5 to avoid pick-up, radiation etc. Since the cable had a characteristic impedance of 100 ohms, it would have been impossible to employ a suitable filter to couple from Chassis 4 to Chassis 5. The output from Chassis 4 to Chassis 5 would be partly attenuated in the cable. It was found that
there was insufficient input to $V_{44}$ on Chassis 5. This called for an additional amplifier $V_{33}$, on Chassis 4 to compensate for the attenuation in the cable. The output from $V_{34}$ was fed into the grid of $V_{33}$ through the same type of filter terminated in 700 ohms, using the fact that the output capacity of $V_{34}$ and the input capacity of $V_{33}$ were both about 10 pf. The output from $V_{33}$ was then fed through the coaxial cable to Chassis 5 which contains the three transmitter amplifier stages.

These three stages are all pulsed into class A condition in synchronism with the pulse as described in (a). The output from $V_{44}$ is fed into $V_{45}$ and $V_{46}$ in parallel through the low pass filter terminated in 700 ohms. This filter is mid-shunt input as before, but is mid series terminated since the combined grid capacities of $V_{45}$ and $V_{46}$ in parallel is about twice the output capacity of $V_{44}$. This corresponds to the low pass filter of type II in Fig. 17. The output of $V_{45}$ and $V_{46}$ is finally fed into a 400 ohm filter, also of type II, feeding the final amplifier consisting of $V_{47}$ and $V_{48}$ in parallel.

On each of the three transmitter amplifier stages the 300 pf and 5K grid coupling circuit is designed to couple the R.F. satisfactorily down to at least 1 Mc/sec and at the same time, to apply the bias to the grids without distortion due to the by-passing effect of the coupling condenser.

It will be noted that the grid and plate circuit
of the three stages contain small resistors of 50 and 25 ohms respectively. This is to damp out any parasitic self-oscillations which are likely to occur when two valves are operated in parallel.

The final amplifier stage operates at a screen voltage of 1,000 volts, derived from the H.T. voltage of 2,000 volts which is applied to the plate through the R.F. choke of 2 millihenries. This stage presents a plate impedance of about 600 ohms, and the output from the plate is coupled via the 0.01 fd D.C. blocking condenser, and the 650 microhenries R.F. choke to the aerial. This aerial should present an R.F. impedance of about 600 ohms to the final stage. The R.F. power level in the aerial is about 2 kw.

It may seem surprising that so many stages of amplification are required. It must be remembered that (i) the stages are untuned, and (ii) with the system of wide band coupling utilising low pass filters, a small load resistance has to be used in each stage corresponding to the terminating resistance of the filter. This means that with loads of 400 and 700 ohms a gain of only 4 or 5 is realised at each stage, hence the need for several stages of amplification.

(c) Aerials.

The design of a suitable aerial or aerial system presents a considerable problem. The system must be able
to radiate the whole frequency band from 1.5 to 15 Mc/sec. This was the frequency range used during the readings.

Many systems have been suggested, the most popular of which is a system of two vertical rhombics. With the space available at Rhodes University this was impracticable, and resort had to be made to a simpler type of aerial. Any aerial usually has its characteristic resonant frequency, and at this frequency maximum output from the transmitter is registered and radiated. The output and the amount radiated falls off rapidly on either side of the resonant frequency. Unless resort is made to a system of several aerials of differing resonant frequency the obvious solution seems to be to try and construct a non-resonant aerial. The ordinary straight-wire above ground has a certain characteristic impedance, and if terminated in this impedance would have no resonant points at all. It will behave as a pure resistance to all frequencies. At a height of about 100 feet above ground this characteristic impedance is about 600 ohms, and this is the correct impedance value which the aerial should present to the final stage. Such an aerial was constructed about 120 feet above ground, 300 feet long, and terminated to ground by 600 ohms pure resistance. The resistance was made weather proof by setting it in paraffin-wax and enclosing it in a metal shield.

The power to the aerial never varied by more than a factor of 3 over the whole range. It decreased most at the
higher frequencies. This was not, however, characteristic of the aerial but rather of the output of the amplifier.

A 150 feet long wire aerial was used for the receiver. It was unnecessary to terminate this in 500 ohms, since the input to the receiver contained a high-pass filter terminated in 700 ohms.

(d) Receiver.

The main section of the receiver is located on Chassis 4, only the AVC and the video output stages being located on Chassis 3.

The input from the aerial is fed through a high-pass filter terminated in 700 ohms which cuts off all frequencies below 1 Mc/sec. This is a filter corresponding to type 3 in Fig. 17 and eliminates interference from nearby broadcast stations. It is coupled to the grid of a wide-band R.F. amplifier stage V30, through a short time constant R.C. coupling circuit of 100 pf and 20K. This is important since the circuit must recover quickly from the initial pulse corresponding to the ground wave in order to receive the reflected wave effectively. The time-constant is 2 micro-seconds and it thus takes perhaps 20 micro-seconds for this circuit to recover completely. The output of V30 is coupled via a 700 ohm low pass filter of type 1 (Fig. 17), to the signal grid of V31, which is fed with the 30 to 50 Mc/sec signal from V30 in the transmitter section. The first I.F. of 30 Mc/sec is thus derived and applied via a
tuned circuit to \( v_{32} \), the first I.F. amplifier. The output of \( v_{32} \) is similarly tuned to 30 Mc/sec and applied to the signal grid of \( v_{28} \), which is the second mixer stage. The oscillator grid of this stage is supplied with a 29.1 Mc/sec signal from \( v_{42} \) via cross-connection \( X \). The second I.F. of 900 Kc/sec is thus derived. This 900 Kc/sec is exactly equal to the original pulsed 900 Kc/sec at \( v_{40} \) in the transmitter. The second I.F. has three amplifier stages, \( v_{27} \), \( v_{26} \) and \( v_{25} \), all of which are similar. The grid of each stage has a series R.C. circuit of 100K and 50 pf. This enables the amplifiers to work through strong CW signals as the grid current drawn by each stage increases the bias voltage to prevent the amplifier saturating.

The output of the last of the three stages is applied to the diode detector \( v_{29} \), whose output passes through an I.F. filter consisting of three RC sections of 10K and 50 pf. At this point the signals are negative going and are applied via cross-connection \( V \) to the grid of the first section of \( v_{17} \), a double tetrode, located on Chassis 3. This section acts as a video amplifier. The pulses are separated from any D.C. level which may be present due to interfering stations by the RC circuit of 250 pf and 2M on the grid of \( v_{17} \). The pulses and noise voltages are D.C. restored by the grid current of \( v_{17} \) which operates at zero bias. The signals on the plate are positive going and the mean D.C. level at this point is a measure of the noise voltages present. This level is used to control the AVC.
circuit to maintain a more or less constant noise level. The pulse amplitudes have relatively little effect on the AVC as they are of short duration. This mean D.C. level is applied to the grid of the AVC tube \( V_{19} \), the D.C. being filtered out by the RC circuit of 150K and 0.1µfd. This grid is leaked to H.T. negative via the gain control \( C_4 \). 

\( V_{19} \) is a cathode follower with its cathode connected to all the cathodes of the second I.F. amplifiers through the screened lead P between Chassis 3 and 4. The gain control \( C_4 \) is adjusted so that, with no noise present the grid of \( V_{19} \) is somewhere behind cut off. The presence of noise causes the grid to rise positive and \( V_{19} \) begins to draw current. The I.F. cathodes consequently rise positive and reduce the gain of the receiver. A more or less constant noise level is maintained determined by the initial bias applied to \( V_{19} \) by the setting of the gain control \( C_4 \). The common cathode resistor of 1K of \( V_{19} \) and the three I.F. amplifiers \( V_{25} \), \( V_{26} \), and \( V_{27} \) located on Chassis 3. An additional cathode resistance of 15K, large compared with 1K, has been inserted in the cathode of \( V_{19} \) on Chassis 4 in parallel with the 1K resistor. This acts as a protective resistance in case Chassis 3 and 4 are disconnected, otherwise the cathode of \( V_{19} \) would be "floating".

The positive going output from the plate of the first section of \( V_{17} \) is now applied to the grid of one
section of $V_{18}$, the video output stage. After coupling over from the first section of $V_{17}$, the signal is D.C. restored by the second section which operates as a diode restoring the signals to H.T. negative. $C_5$ serves to control the level of the output from the receiver at the grid of $V_{18}$. The other section of $V_{18}$ contains the signal from the calibration gate stage. This signal and the output from the receiver are both developed across the combined plate load of 25K as negative going signals and are applied to the grid of the CRO.

(e) Height Calibrator.

This is located on Chassis 3. $V_{16}$ has a tuned circuit of 3 Kc/sec in its cathode. The tube is normally conducting since its grid is leaked to H.T. positive. $V_{27}$ supplies a negative going square wave from the pulse generator which causes the current in $V_{16}$ to cut off sharply in synchronism with the transmitter pulse.

The inductance $L$ discharges into the capacity of the tuned circuit and a damped oscillation of 3 Kc/sec is produced. $V_{15}$, a double triode, amplifies, squares and limits the wave. The series grid resistors in each stage allow the voltage to swing positive without drawing excessive grid current. This ensures that the squaring takes place in the correct phase relative to the square synchronising wave. The output of $V_{15}$ is then differentiated by the 150 pf and 500 K RC circuit to give pips. The
latter are then amplified and limited by the first half of $V_{14}$ and are then applied to the second half. This is a cathode follower which operates with its bias beyond cut off. Its function is to remove the negative going pips and pass the positive ones only. The time delay between the pips of a 3 Kc/sec wave is $1/3,000$ sec. For a wave travelling at $3 \times 10^5$ km/sec this corresponds to a distance of $3 \times 10^5$ km, i.e. 100 km. distance. Thus each pip represents a 50 km. height mark when projected on the CRO trace with the reflected pulses. The cathode output is applied to the calibration gate stage $V_{13}$. Negative going pips from the plate are also applied to $V_{13}$ for neutralising purposes as will be described later.

(f) Frequency Calibrator.

This is located on Chassis 2. $V_6$ is a crystal oscillator operating at 500 Kc/sec. The full output across the plate circuit is applied to the oscillator grid of $V_5$, a mixer stage, through the 10 pf coupling condenser. This grid draws heavy current on positive swings charging the 10 pf condenser. The condenser discharges on negative swings and a highly distorted wave form is produced containing a fair distribution of 500 Kc/sec harmonics up to at least 50 Mc/sec. The signal grid of this mixer stage is fed with the 30 to 50 Mc/sec signal from the main oscillator on Chassis 4 through coaxial cable. Audio beats thus occur at 500 Kc/sec increments of the main
variable oscillator frequency as follows:

- 60th harmonic of 500 Kc/sec produces zero beat with 30 Mc/sec
- 61st harmonic of 500 Kc/sec produces zero beat with 30.5 Mc/sec
- 62nd harmonic of 500 Kc/sec produces zero beat with 31 Mc/sec

and so on.

These audio beats are amplified by the three stages V7, V8, and V9. The band-pass of these stages is restricted to 10 Kc/sec by the RC coupling filters between stages. The output of these amplifiers is coupled to the double-diode V10. The two diode sections are connected in parallel and the audio beat is rectified to give a negative-going calibrating pulse. This pulse is coupled to the calibration gate stage through a screened lead K to Chassis 3. The duration of the pulse is determined by the RC circuit of 0.01 \( \mu \)F and the 250K variable resistor. It is thus of about 1/500 sec duration with the middle of the pulse corresponding to the 500 Kc/sec division.

It was found that in fact, pulses were produced every 250 Kc/sec. This was due to the 500 Kc/sec oscillator being sufficiently rich in harmonics to be able to produce audio beats with the second harmonic of the main 30 to 50 Mc/sec variable oscillator. These audio beats occurred as follows:

- 121st harmonic of 500 Kc/sec produced zero beat with the second harmonic of 30.25 Mc/sec.
- 123rd harmonic of 500 Kc/sec produced zero beat with
second harmonic of 30.75 Mc/sec., and so on. These pulses at 250 Mc/sec were noticeable up to about 6 Mc/sec (i.e. 36 Mc/sec on the main oscillator). As these provided useful additional frequency marks, no attempt was made to eliminate them.

(p) Calibration Gate Stage

This is situated on Chassis 3 and is the double triode V13. The second section of this triode (the right hand one in the diagram) has the calibrating pulse from the frequency calibrator on Chassis 2 connected to its grid via the screened lead K. This grid has a standing positive bias which is supplied from the cathode of V8, also via K. This positive bias prevents the tube from responding to noise and small spurious pulses from the frequency calibrator. This tube is thus normally conducting, its plate being connected to a point on the bleeder between H.T. positive and H.T. negative. The grid of the first section of V13 is returned to a point on the same bleeder so that this section is biased beyond cut off. The positive going height calibration pips are also supplied to this grid, the bias not normally allowing the pips to appear across the cathode load.

The negative going calibrating pulse from the frequency calibrator via K causes the second section to cut off completely, the section stops conducting causing a rise in potential at the plate, and a corresponding rise in the grid potential of the first section. The bias of this
grid is now brought to just behind cut off. This triode acts as a cathode follower and the height calibration pips now appear across the cathode load. This cathode load is by-passed by a series of condensers through $C_6$. The RC time constant of this cathode circuit controls the length of the pips. The selection of one of the capacities from $C_6$ provides coarse adjustment and the 50K variable resistor provides fine adjustment for controlling the pip length.

Even though the stage is normally biased well below cut off, the grid-cathode capacity tends to allow the height calibration pips still to appear on the cathode. This is due to the cathode resistor being unavoidable high. A 5 pf condenser from the plate $V_{14}$ supplies negative going pips to the cathode to neutralise the height pins which still appear when the stage is biased well back.

The positive pips developed on the cathode with each calibration pulse are fed in one section of the double triode $V_{19}$; and negative going pips are developed in the common plate load of 25K together with the negative pulses from the receiver. These are then fed to the main CRO via cross-connection Q.

(h) Recording and monitoring oscillographs.

The recording oscillograph is a 5LPIA type CR tube with a blue short persistence screen suitable for photographic purposes. It has been mentioned previously
that it is very convenient to control apparatus from the A.C. mains frequency. The pulse rate has already been controlled from this source. It is therefore very convenient to control the time-base of the recording oscillograph from this source as well, since it will thus not go out of synchronisation with the pulse rate should the mains frequency alter at all. A pulse-rate of 50 c/sec. corresponds to an interval of 20 milliseconds between pulses. Thus it is possible to read virtual heights up to 3,000 km. At the most, it is only really necessary to be able to read heights up to 1,500 km. under the usual ionosphere conditions. Hence a fairly large amplifier would be necessary in order that the first half of the time base be spread over the CRO trace.

This would affect the linearity of the time base, and in order to avoid this possibility, as well as the need for a large amplifier, a delay-type time base was employed, working over one half of the cycle only.

\[ \text{Delay-type time base} \]

The time base comprises $V_{52}$, $V_{53}$, $V_{54}$, $V_{55}$ and $V_{56}$ in the circuit diagram of the recording oscillograph (Fig. 16). The 50c/sec A.C. mains frequency is injected to the grid of $V_{54}$ through the step-up transformer $T_{16}$ and the phase-shifting
RC circuit of 10K and 0.5 μfd. $V_{54}$ squares and limits
the wave which is then fed into the grid of the first section
of $V_{55}$, a double triode. This section is an electronic clamp;
it has its plate connected directly to the grid of the
second section. Without any input of its grid the first
section is normally conducting since its grid is returned to
H.T. positive. Consequently the potential on the grid of
the second section is low. When a negative going square
wave is applied to the grid of the first section from $V_{54}$,
it ceases to conduct and its plate potential begins to rise,
and as it does so the potential across the 0.5 μfd condenser
also rises. This automatically raises the cathode potential
of the second section (since it now starts to conduct) and
this higher potential is applied through the 0.25 μfd
condenser to the cathode of $V_{56}$, a diode. The difference
in potential across the 3.3 M resistance is thus kept constant
(within the limitations of the cathode follower), and
therefore the current through it is also constant. Since
this current flows through the 0.5 μfd condenser, the rate
of charge of this condenser is also constant. The purpose
of the diode $V_{56}$ is to allow its cathode (which is also the
top of the 3.3 M resistor) to rise well above the H.T.
potential during charging peaks. The advent of a positive
going square wave at the grid of the first section of $V_{55}$
causes the valve to conduct more and the grid of the second
section to drop and hence the second section cuts off until
the next negative going square wave appears at the grid of the first section. Thus the desired wave-form is produced at the cathode of the second section of V55 - a linear time base working over one half of the cycle only. The output from the cathode is then fed to the push-pull amplifier V52 and V53 and is then applied to the X deflecting plates of the CR tube. Part of the output from the cathode is also fed through the 100 pf condenser to the grid of the CR tube to black out the fly back of the time-base on the trace.

The grid of the CR tube operates at about 1,000 volts negative and has a grid leak resistor of 2M to the H.T. negative supply. The bias on the cathode can be adjusted by the control C21 on the H.T. bleeder and this controls the tube intensity. Position control is obtained by varying C18 and C19, the 2M resistors in the X and Y plate circuits. The anode operates at ground potential, and the intensifying electrode is supplied with 400 volts positive from the H.T. supplying the time-base tubes.

The receiver output and calibrating pips from Chassis 3 are fed via cross-connection Q on to the grid of the CR tube through the 0.1 µfd D.C. blocking condenser. These signals are all negative going and cause black-outs spots on the CRT trace. As the CRO was situated in a dark-room, a fairly long lead had to be taken from the main equipment. This lead tended to pick up the pulse modulated R.F.
signals from the transmitter and apply it to the grid of the CR tube. This caused a blurring of the trace, since a positive signal would increase the trace intensity.

It was particularly important to eliminate this since the oscillograph was to be photographed. Hence an R.F. choke of 650 microhenries and a crystal diode returned to H.T. negative were inserted in the coupling circuit. The crystal diode served to by-pass any positive going pulses which occurred in this lead.

The monitoring oscillograph is situated on Chassis 3. The time base is provided by $V_{12}$. It is normally cut off since its grid is returned to a point about 50 volts negative via cross-connection $W$. The $0.1 \mu$fd condenser across the valve is charged up to the H.T. positive potential through the 2M resistor. A positive going square pulse from the pulse generator circuit via cross-connection $M$ is applied to the grid. This causes the valve to conduct and the condenser discharges through the valve. The condenser then begins to charge up slowly through the 2M resistor, until the arrival of the next positive pulse when it discharges again. A saw-tooth voltage is thus produced at the plate of $V_{12}$ and amplified through $V_{11}$ before being applied to the X plates of the CR tube. The output of the time base amplifier is controlled by $C_{15}$. Output from the receiver is supplied from the plate of $V_{17}$ via cross-connection $S$, and applied to the Y deflecting plates.
Height calibration pips are applied to the grid via cross-connection T from V_{14}. These are not "gated" by the calibrating pulse, but appear permanently as black-out spots on the trace.

The monitoring tube works off the 400 volts H.T. negative and the 400 volts H.T. positive supply. Its cathode is biased positively by being returned to a point on the bleeder. C_{13} and C_{14} are the position controls which vary the potential on the X and Y plates. C_{12} and C_{9} control the receiver output and the pip length respectively.

(i) Power Supplies.

Chassis 1 contains four H.T. supplies, with V_{1}, V_{2}, V_{3} and V_{4} rectifiers. V_{1} rectifiers the voltage from T_{4}, supplying an H.T. voltage of -400 volts to Chassis 3 and 4. T_{3} supplies the 5 volts filament potential to V_{1}. V_{2} and V_{3} are rectifiers for two H.T. positive supplies of 400 volts at 200 ma. The rectifying voltage comes from T_{5} and T_{3} respectively. The filaments are supplied from T_{6} and T_{7} respectively. V_{2} supplies Chassis 2 and 3 and V_{3} supplies Chassis 4. V_{4} is a mercury vapour rectifier, which provides a D.C. potential of 2,000 volts from T_{10} at 50 ma. This supplies the final transmitter amplifier on Chassis 5. The filament supplies to the various chassis are as follows:–

T_{1} supplies 6.3 volts at 12 amps to Chassis 4.
T_{2} supplies 6.3 volts at 2 amps to Chassis 2, and 2.5 volts
at 2 amps to Chassis 3; this runs the filament of the monitoring oscillograph, the original 5 volts being dropped through the 1.25 ohm resistor.

$T_6$ supplies 6.3 volts at 5 amps, at H.T. negative potential to Chassis 3.

$T_7$ supplies 6.3 volts at 5 amps to Chassis 3.

$T_9$ supplies 2.5 volts at 5 amps to $V_4$.

$T_{11}$ (on Chassis 2) supplies 6.3 volts at 2 amps to the five jewel lights. On Chassis 5, the rectifier $V_{49}$, supplies the H.T. positive potential of 400 volts at 120 ma to $V_{44}$, $V_{45}$ and $V_{46}$; the A.C. potential being supplied from $T_{13}$.

$T_{14}$ supplies 6.3 volts at 5 amps to $V_{44}$, $V_{45}$, and $V_{46}$ and 5 volts at 5 amps to $V_{49}$. (The 10 volts from $T_{14}$ is dropped through the 2.5 ohm resistor).

$T_{15}$ supplies 10 volts at 10 amps to $V_{47}$ and $V_{48}$.

$T_{17}$ is the recording oscillograph transformer.

$V_{51}$ supplies 400 volts H.T. positive to the oscillograph time base tubes and the intensifying electrode.

$V_{50}$ produces a negative supply of 1000 volts for the main CRO. There are three filament supplies:

6.3 volts (FF) to the CRO, 6.3v. (E) at ground potential, and 6.3 volts operating at H.T. positive to run $V_{56}$.

(f) Automatic Switching.

Two electric gramophone motors on Chassis 2 and 4 are geared down to one revolution in 4½ minutes and 3½
minutes respectively. The various cams on the arms of these motors contain the trip switches. The mains input through the 10 amp. fuse and the main switch $S_1$ is split into three leads. The grounded side of the mains is a common lead denoted by M.C., and the other lead is split into two - M.F. and H.T.

M.F. is the lead providing mains voltages to the filament transformers. It is also the lead which contains the switching system for the filament transformers. Similarly, H.T. provides mains voltage to the H.T. transformers, and is also fed through the H.T. switching system.

Switches $S_1$ to $S_7$ are all double pole single throw, the second section switching the various jewel lights. $S_2$, $S_3$, $S_5$, $S_6$ and $S_7$ are all in parallel with the various automatic switches on the cams. This provides a manual switch, should the various sections be operated separately.

Normal operation is as follows: - Switches $S_1$, $S_4$, $S_8$ and $S_{10}$ are always left on. Once each hour the clock trips over the switch which starts motor 1 and Chassis 2. The cam switch on the clock is in parallel with $S_5$. After a few seconds trip switch indicated by Motor 2 (on the Motor 1 shaft) starts Motor 2 on Chassis 4. The latter is also the condenser drive motor, and the condenser starts to rotate. A few seconds later the trip switch in parallel with $S_2$, switches on all the filaments, and also the H.T. and filaments of the recording oscillograph. The
filaments are given 90 seconds to warm up. The H.T. trip switch, in parallel with $S_3$, is arranged to work just as the condenser is brought into the zero position, corresponding to the lowest transmitting frequency of 1.5 Mc/sec. Just before this the recording film switch, in parallel with $S_7$, starts the motor on the recording camera. This provides a small piece of blank film after the previous sweep, before the sweep starts.

In the meanwhile, the switch denoted by Motor 1 (in parallel with $S_5$) has come on, the trip switch on the clock is now superfluous and switches off sometime later. Similarly, the trip switch denoted by Motor 2 (in parallel with $S_6$) has also come on, and trip switch on Chassis 2 for Motor 2 is also superfluous. This also switches off sometime later. Thus Motor 1 and 2 are now switched through the trip switches on their own shafts, and will automatically switch themselves off when the cam shaft has completed one revolution.

When the condenser has completed one $180^\circ$ sweep, the frequency sweep is completed, and the recording film, the H.T., and the filaments switch themselves off in that order. The two motors are then left to complete their revolution and switch themselves off, ready for the start of the next sweep.

Should readings be required at more frequent intervals than once every hour, all that is required is
for \( S_5 \) to be switched on until Motor 1 trip switch takes over. It must then be switched off before the end of the sweep. \( S_8 \) in series with the switch to the recording film is provided so that the apparatus may be switched on at random without recording a sweep on the film. \( S_8 \) must merely be switched off, and the motor in the recording camera will not operate during the sweep.

If it is desired to operate the equipment without working through the automatic switching circuits, the filament switch \((S_2)\) is first switched on and a 90 second warm up period is allowed. The H.T. may now be switched on by \( S_3 \) and the sweep may be conducted either by dis-engaging the gear on the condenser drive motor and rotating the condenser by hand, or alternatively the condenser may be run by Motor 2 by switching on \( S_6 \) on Chassis 4. Care should be taken when using this method to see that the condenser is returned to its correct starting position for automatic operation. When running Motor 2 in this way, \( S_6 \) should be switched off when the switch on its own cam shaft has "taken over", this is after about half a revolution. The motor will then switch itself off after completing the revolution and thus return to its starting position. When using Motor 2 in this way, \( S_8 \), the series switch to the recording film, must be switched off, otherwise the recording camera will operate.
The photograph records were made on 35 mm. film, using a home-made camera. A lens with adjustable aperture focussed the image of the oscillograph screen on the film, which was driven in a vertical direction by a synchronous motor. Since the trace of the oscillograph denotes the time delay (or virtual height) of the pulse from the ionosphere at each frequency, the film will thus trace out a graph of frequency against virtual height. The calibration pips also appear on the film at $\frac{1}{2}$ Mc/sec intervals at the lower frequencies and every $\frac{1}{4}$ Mc/sec at higher frequencies, as has already been pointed out. Positive type film was used, and as it was rather insensitive, the intensity of the trace had to be kept rather high. This caused the whole screen to glow slightly. In order to prevent over exposure of the film, the screen was covered in lead foil, except for the trace.

The complete frequency sweep took about 1$\frac{3}{4}$ minutes and this was recorded on approximately nine inches of film.
In both Types 1 & 2, the first capacity is the output capacity of the valve and the second capacity the input capacity of the next stage.

Type 1: Low pass filter, $f_c = \frac{1}{2\pi LC}$

Type 2: Low pass filter, $f_c = \frac{1}{\pi LC}$

Type 3: High pass filter, $f_c = \frac{1}{\pi LC}$
<table>
<thead>
<tr>
<th>Table 1 - Valves</th>
</tr>
</thead>
<tbody>
<tr>
<td>v_1 - 5Y3</td>
</tr>
<tr>
<td>v_2 - 5U4</td>
</tr>
<tr>
<td>v_3 - 5U4</td>
</tr>
<tr>
<td>v_4 - 666</td>
</tr>
<tr>
<td>v_5 - 6SA7</td>
</tr>
<tr>
<td>v_6 - 6C5</td>
</tr>
<tr>
<td>v_7 - 6SJ7</td>
</tr>
<tr>
<td>v_8 - 6SJ7</td>
</tr>
<tr>
<td>v_9 - 6SJ7</td>
</tr>
<tr>
<td>v_10 - 6H6</td>
</tr>
<tr>
<td>v_11 - 6J7</td>
</tr>
<tr>
<td>v_12 - 6C5</td>
</tr>
<tr>
<td>v_13 - 6SW7</td>
</tr>
<tr>
<td>v_14 - 6SW7</td>
</tr>
<tr>
<td>v_15 - 6SW7</td>
</tr>
<tr>
<td>v_16 - 6J5</td>
</tr>
<tr>
<td>v_17 - 6SL7</td>
</tr>
<tr>
<td>v_18 - 6SW7</td>
</tr>
<tr>
<td>v_19 - 6V6</td>
</tr>
<tr>
<td>v_{20} - 6L6</td>
</tr>
<tr>
<td>v_{21} - 6C5</td>
</tr>
<tr>
<td>v_{22} - 6J7</td>
</tr>
<tr>
<td>v_{23} - 6C5</td>
</tr>
<tr>
<td>v_{24} - 6SC7</td>
</tr>
<tr>
<td>v_{25} - 6SK7</td>
</tr>
<tr>
<td>v_{26} - 6SK7</td>
</tr>
<tr>
<td>v_{27} - 6SK7</td>
</tr>
<tr>
<td>v_{28} - 6SA7</td>
</tr>
<tr>
<td>v_{29} - 6H6</td>
</tr>
<tr>
<td>v_{30} - 6AC7</td>
</tr>
<tr>
<td>v_{31} - 6AC7</td>
</tr>
<tr>
<td>v_{32} - 6SA7</td>
</tr>
<tr>
<td>v_{33} - 6SK7</td>
</tr>
<tr>
<td>v_{34} - 6AC7</td>
</tr>
<tr>
<td>v_{35} - VR78</td>
</tr>
<tr>
<td>v_{36} - VR135</td>
</tr>
<tr>
<td>v_{37} - 6AC7</td>
</tr>
<tr>
<td>v_{38} - 955</td>
</tr>
<tr>
<td>v_{39} - 6SJ7</td>
</tr>
<tr>
<td>v_{40} - 6J5</td>
</tr>
<tr>
<td>v_{41} - 6SA7</td>
</tr>
<tr>
<td>v_{42} - 6AC7</td>
</tr>
<tr>
<td>v_{43} - 6J5</td>
</tr>
<tr>
<td>v_{44} - 807</td>
</tr>
<tr>
<td>v_{45} - 807</td>
</tr>
<tr>
<td>v_{46} - 807</td>
</tr>
<tr>
<td>v_{47} - 813</td>
</tr>
<tr>
<td>v_{48} - 813</td>
</tr>
<tr>
<td>v_{49} - 5Y3</td>
</tr>
<tr>
<td>v_{50} - 2X2</td>
</tr>
<tr>
<td>v_{51} - 80</td>
</tr>
<tr>
<td>v_{52} - 6V6</td>
</tr>
<tr>
<td>v_{53} - 6V6</td>
</tr>
<tr>
<td>v_{54} - 6SF5</td>
</tr>
<tr>
<td>v_{55} - 6SW7</td>
</tr>
<tr>
<td>v_{56} - 6H6</td>
</tr>
</tbody>
</table>
### TABLE 11 - CONTROLS

#### Sounder Controls

(Unless otherwise stated these appear on the front panel of the apparatus).

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Calibration pulse-length (Not on outer panel).</td>
</tr>
<tr>
<td>C2</td>
<td>Transmitter pulse phase</td>
</tr>
<tr>
<td>C3</td>
<td>Transmitter pulse length</td>
</tr>
<tr>
<td>C4</td>
<td>AVC setting. (Not on panel)</td>
</tr>
<tr>
<td>C5</td>
<td>Receiver output</td>
</tr>
<tr>
<td>C6</td>
<td>Calibration pip length (coarse)</td>
</tr>
<tr>
<td>C7</td>
<td>Calibration pip length (fine)</td>
</tr>
<tr>
<td>C8</td>
<td>Frequency change</td>
</tr>
</tbody>
</table>

#### Monitorin Oscillograph Controls

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C9</td>
<td>Cal. pip length</td>
</tr>
<tr>
<td>C10</td>
<td>Intensity</td>
</tr>
<tr>
<td>C11</td>
<td>Focus</td>
</tr>
<tr>
<td>C12</td>
<td>Y axis amplifier gain (Receiver output)</td>
</tr>
<tr>
<td>C13</td>
<td>Y axis positioning control</td>
</tr>
<tr>
<td>C14</td>
<td>X axis positioning control</td>
</tr>
<tr>
<td>C15</td>
<td>X axis amplifier gain (Time base)</td>
</tr>
</tbody>
</table>

#### Recording Oscillograph Controls

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C16</td>
<td>Time-base phase</td>
</tr>
<tr>
<td>C17</td>
<td>X axis amplifier gain (Time base)</td>
</tr>
<tr>
<td>C18</td>
<td>X axis position control</td>
</tr>
<tr>
<td>C19</td>
<td>Y axis position control</td>
</tr>
<tr>
<td>C20</td>
<td>Focus</td>
</tr>
<tr>
<td>C21</td>
<td>Intensity.</td>
</tr>
</tbody>
</table>
### TABLE III - Cross-Connections

<p>| A | 6.3V filament supply, Chassis 1 supplying Chassis 2. |
| B | 6.3V filament supply, Chassis 1 supplying Chassis 3. |
| C | 6.3V filament supply, Chassis 1 supplying Chassis 4. |
| D | 6.3V filament supply, at H.T. negative, Chassis 1 supplying Chassis 3. |
| E | 6.3V filament supply, for oscillograph section. |
| F | 6.3V filament supply, Recording CRO |
| G | 6.3V filament supply, H.T. positive for V_{56}, oscillograph section. |
| H | 2.5V filament supply, Chassis 1 to Monitoring Oscillograph, Chassis 3. |
| J | 2000V H.T. supply, Chassis 1 supplying Chassis 5. |
| K | V_{10} Chassis 2 to V_{13} Chassis 3 |
| L | V_{21} to V_{16}, Chassis 3. |
| M | V_{22} to V_{12}, Chassis 3. |
| N | V_{23} to V_{12}, Chassis 3 |
| P | V_{19} Chassis 3 to V_{25}, V_{26}, V_{27}, Chassis 4 (AVC) |
| Q | V_{18} Chassis 3 to Recording Oscillograph |
| R | V_{18} to V_{13}, Chassis 3 |
| S | V_{17} to Monitoring Oscillograph, Chassis 3 |
| T | V_{14} to Monitoring Oscillograph, Chassis 3 |
| U | V_{20} Chassis 3 to V_{40} Chassis 4. |
| V | V_{29} Chassis 4 to V_{17} Chassis 3 |
| W | Aerial to V_{30}, Chassis 4 |
| X | V_{42} to V_{28}, Chassis 4 |
| Y | 6.3V filament supply, Chassis 5. |
| Z | 10V filament supply, Chassis 5 for V_{47} and V_{48}. |</p>
<table>
<thead>
<tr>
<th>Switches</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 ) - Mains</td>
</tr>
<tr>
<td>( S_2 ) - Filaments</td>
</tr>
<tr>
<td>( S_3 ) - H.T.</td>
</tr>
<tr>
<td>( S_4 ) - Clock</td>
</tr>
<tr>
<td>( S_5 ) - Motor 1</td>
</tr>
<tr>
<td>( S_6 ) - Motor 2</td>
</tr>
<tr>
<td>( S_7 ) - Recording Film, Parallel</td>
</tr>
<tr>
<td>( S_8 ) - Recording Film, Series</td>
</tr>
<tr>
<td>( S_9 ) - Monitoring Oscillograph</td>
</tr>
<tr>
<td>( S_{10} ) - Recording Oscillograph</td>
</tr>
</tbody>
</table>
Reduction and presentation of observations on control days.

(1) Photographic Records.

Fig. 18 shows a typical night time record made with the apparatus. Only one layer is observed, the $F_2$ layer. Whilst it is possible that the $E$ layer may still be present during the night, its critical frequency fell below the minimum of the frequency range of the apparatus and was not observed.

---

Fig. 18. Typical night-time hfi record 0200 hrs. SAST December 5th 1954.

The long height calibrating mark at the beginning of the sweep on the left hand edge of the record, corresponds to 1.5 Mc/sec, the middle of the mark being exactly 1.5 Mc/sec. These height marks are at \( \frac{1}{2} \)Mc/sec intervals up to about 7 Mc/sec and at \( \frac{3}{4} \)Mc/sec intervals after that. It will be noticed that there is a distinct line across the film, as indicated by the arrow, just after the 7 Mc/sec mark. At this point the 7.275 Mc/sec oscillator in the transmitter section saturated the receiver, and this provided a useful check for frequency calibration of the
height marks. The splitting of the ray into its ordinary and extraordinary components is very noticeable. The component with the lower critical frequency at 3.75 Mc/sec is the ordinary critical frequency, and the extraordinary critical is observed at about 3/4 Mc/sec higher. Due to less absorption at night time because of the absence of lower layers, multiple reflections are easily observed occurring at heights which are multiples of the virtual height of the first order reflection (nearest to the ground pulse).

During the post sunrise period, the critical frequency of the F2 layer increases as does that of the E layer. This E layer critical soon reaches a value above the lowest limit of the apparatus and is observed on the records at a height of about 120 km. It has been noticed that every day the E layer always has two components, the E1 and E2, soon after its appearance at sunrise. The E2, with a higher critical frequency appears first, and soon after the E1 is observed with a slightly lower critical frequency. Fig. 19 shows a typical early morning record taken with the E1, E2 and F2 layers all present.

Fig. 19. Typical early morning h'f record 0600 hrs. SAST December 5th, 1954.
The $E_1$ critical occurs at 2.0 Mc/sec, whilst the reflections between 2.0 and 2.25 Mc/sec are interpreted as being due to an $E_2$ layer with a critical frequency of 2.25 Mc/sec.

The regular occurrence of these reflections from day to day indicates that they cannot be interpreted as Sporadic E. These reflections, particularly just after sunrise, usually exhibit a definite critical frequency which is not observed with $E_s$. Usually reflections from $E_s$ are still observed even while reflections are also received from the F region making the interpretation of the critical of $E_s$ obscure. It is normal to consider the maximum frequency at which $E_s$ echoes are received to be its critical frequency.

Some sixty to ninety minutes after sunrise a change in slope on the records begins to appear in the region 3.5 to 4.0 Mc/sec. This indicates the beginning of the formation of the $F_1$. A slight thickening of the trace in Fig. 19 around 3.5 Mc/sec can just be observed, indicating the formation of the $F_1$ layer. 1½ to 2 hours after sunrise the $F_1$ layer is observed as a sharp cusp in the records between the $E_2$ and $F_2$ criticals. Fig. 20 shows a typical day-time record where all four layers are formed.
Typical day-time h.f. record 0815 hrs. SAST, December 5th, 1954.

The splitting of the ray into its ordinary and extra-ordinary components is easily detectable in both the F₁ and F₂ layers.

The three records shown above were typical of normal conditions undisturbed by Sporadic E. The two records shown below in Figs. 21 and 22 show the effect of the occurrence of Sporadic E.

In Fig. 21 the F₁ layer critical is only just visible above the Esp, whilst in Fig. 22, the F₁ layer critical is not visible at all, although retardation produced by it on the F₂ indicates it is still present, the density of the Esp being greater than that of the F₁.
Fig. 22. F_2 completely masked by Esp. 1300 hrs. SAST December 3rd, 1954.

In both records it will be noticed that the E_2 is not now visible, probably due to the fact it has now been covered by the Esp. It was only on rare occasions, is at all, that E_2 and Esp were both present at once. The difficulty usually lay in distinguishing between the two. An examination of the records taken showed that any reflection above 4.0 Mc/sec from E layer heights could only be interpreted as Esp. This was taken as a general rule in scaling. Esp is also often characterised by intense multiple order reflections which are rarely seen on E_2 reflections. A sudden jump from the previous record in E_2 critical frequency was also put down to Esp. Where any doubt existed the reflections were usually attributed to Esp.

(2) Determination of time-height electron density distribution

Several methods have been suggested for the deduction of true heights from virtual heights by APPLETON (1930, 1937) and MURRAY and HOAC (1937), but their results lack cases of application. The method proposed by
BOOKE and SEATON (1940) is based on the assumption that the electron density height distribution has a parabolic form. Whilst this may be true near the maximum in a layer, it is doubtful whether this is so at points well below the maximum. The more recent methods of MANNING (1947) and KELO (1952) contain few assumptions than their predecessors. Kelso's method is fairly simple in its application, although rather laborious and depends on the following argument. The magneto-ionic theory (APPLETON, 1932) shows that, neglecting the earth's magnetic field and the effects of collisions, the index of refraction for a radio wave incident vertically on an ionospheric layer may be written,

\[ \mu^2 = 1 - \frac{4\pi N e^2}{m \nu^2} \]

where \( \mu = \) index of refraction
\( \frac{\nu}{2\pi} = \) operating frequency
\( N = \) electron density
\( e, m = \) charge and mass of the electron

Under the conditions noted above the group path \( P' \) is given by:

\[ P' = 2 \int_{0}^{h_T} \frac{ds}{\mu} \]

where the integral is taken along the path of the ray from the bottom of the layer to the point of reflection \( h_T \), the "true height".
It has been shown (Perrier, 1940; Manning, 1947) that equation 7 may be transformed to give an expression for the height of reflection, \( h_T \), for some frequency \( f_V \), in terms of the group height, \( h' = \frac{P}{2} \), and the operating frequency \( f \).

\[
h_T(f_V) = \frac{2}{\pi} \int_0^f h'(f) df + h_o \quad \text{... 8}
\]

where \( h_o \) is the height from ground level to the bottom of the layer. If the substitution \( x = \frac{f}{f_V} \) is made, equation 8 becomes:

\[
h_T(f_V) = \frac{2}{\pi} \int_0^1 \frac{h'(x)dx}{\sqrt{1 - x^2}} + h_o \quad \text{... 9}
\]

This is now the integral which has to be evaluated to determine the true height. The group height (or virtual height) has been measured as a function of frequency so that all the information for the experimental determination of the true height is available.

For the approximate ionospheric conditions defined above, the signal will be reflected at a level given by \( M = 0 \), which from equation 6 gives a value of \( N \) as follows:

\[
N(h_T) = \frac{mP^2}{4\pi e^2} \quad \text{... 10}
\]

Thus for each value of \( h_T \), the true height of reflection determined from equation 9, it is possible to compute from equation 10 the electron density at that height. The applicability of the results in equations 9 and 10 is restricted by the assumptions made.
(i) the earth's magnetic field can be neglected
(ii) the effects of collisions can be neglected
(iii) Ray theory (geometrical optics) is valid
(iv) for each electron density there is a unique height.

In a later paper (KELSO, 1957) a correction for the earth's magnetic field has been included in Kelso's method.

However, results presented here are based on the assumption that the earth's magnetic field can be neglected. The integral in equation 9 is written as:

\[ I = \int_0^1 \frac{h'(x)dx}{\sqrt{1-x^2}} \quad \ldots \quad 11 \]

Since the group (or virtual) height is defined for positive values of \( x \) only, it can be defined for negative values of \( x \) so that \( h'(x) \) is an even function, then

\[ h'(x) = h'(-x) \quad \ldots \quad 12 \]

Equation 11 now becomes

\[ I = \int_{-1}^{1} \frac{h'(x)dx}{\sqrt{1-x^2}} \quad \ldots \quad 13 \]

Writing \( x = \cos \Theta \), equation 13 may be written

\[ I = \frac{1}{2} \int_{0}^{\pi} h'(\cos \Theta) d\Theta \quad \ldots \quad 14 \]

Kelso showed that this can be written in the form:

\[ I = \frac{\pi}{2n} \sum_{k=1}^{n} h'(f_k) \quad \ldots \quad 15 \]

where \( f_k = x_k f_y \), and \( x_k = \cos \Theta_k \), and \( \Theta_k = \left( \frac{2k-1}{2n} \right) \pi \),

\( k = 1, 2, 3 \ldots n \)
Substitute in equation 9 and

\[ h_T(f_v) = \frac{1}{n} \sum_{k=1}^{n} h'(f_k) \]  

... 16

The procedure, thus involves reading the values of \( h' \) corresponding to each value of \( f_k \) and averaging them.

This gives \( h_T(f_v) \). Since \( h'(f) \) is an even function, there are only \( n/2 \) or \( \frac{n+1}{2} \) values to be used in this procedure, according to whether \( n \) is even or odd. This is because for positive values of \( x_k \) there is a corresponding negative value of the same magnitude.

Thus

\[ h_T(f_v) = \frac{2}{n} \sum_{k=1}^{n/2} h'(f_k) \]  

... 17

When \( n = 10 \), \( h_T(f_v) = \frac{1}{5} \sum_{k=1}^{5} h'(f_k) \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_k )</td>
<td>0.983</td>
<td>0.891</td>
<td>0.707</td>
<td>0.454</td>
<td>0.156</td>
</tr>
<tr>
<td>( f_v )</td>
<td>( f_1 )</td>
<td>( f_2 )</td>
<td>( f_3 )</td>
<td>( f_4 )</td>
<td>( f_5 )</td>
</tr>
</tbody>
</table>

When \( n = 20 \), \( h_T(f_v) = \frac{1}{10} \sum_{k=1}^{10} h'(f_k) \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_k )</td>
<td>0.997</td>
<td>0.972</td>
<td>0.924</td>
<td>0.853</td>
<td>0.760</td>
<td>0.649</td>
</tr>
<tr>
<td>( f_v )</td>
<td>( f_1 )</td>
<td>( f_2 )</td>
<td>( f_3 )</td>
<td>( f_4 )</td>
<td>( f_5 )</td>
<td>( f_6 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( k )</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_k )</td>
<td>0.522</td>
<td>0.383</td>
<td>0.233</td>
<td>0.078</td>
</tr>
<tr>
<td>( f_v )</td>
<td>( f_7 )</td>
<td>( f_8 )</td>
<td>( f_9 )</td>
<td>( f_{10} )</td>
</tr>
</tbody>
</table>
When the reflections are not retarded by any intervening layer (i.e. E region in daytime and the F2 at night), it is only necessary to take 5 points on the curve. When more than one layer is present it is necessary to take 10 points because of the discontinuities and cusps which occur when more than one layer is present.

The method can be simplified by choosing a set of values of $f_v$ in advance and drawing up tables of $f_k$'s for certain fixed values of $f_v$, which are then always used in the scaling. In this way it is unnecessary to evaluate the $f_k$'s each time for any particular value of $f_v$ chosen at random but always to use one of the values of $f_v$ in the table. Naturally the value of $f^o$ for any layer invariably did not coincide with one of the pre-selected values of $f_v$. As the true height of the maximum electron density is an important parameter, it was always necessary to evaluate $f_k$'s for $f^o$ in each layer.

For the purpose of measurement the records were enlarged ten times in a microfilm reader. On the base of this was drawn a scale of heights to fit the height calibrating marks on an average record. Owing to the slight variations in the time base of the recording oscillograph, the actual scale rarely fitted the prepared scale accurately and a correction was always applied for this by reading the difference at the nearest 50 km mark. With this apparatus it was found that the heights could
be read to the nearest 2 km. Fig. 23 shows an enlargement of Fig. 20 by approximately the same amount. It will be seen that the definition is good enough to allow such accuracy. The frequencies were estimated by inspection to the nearest 0.01 Mc/sec. The procedure was as follows:

First $f_0$ for each layer was estimated and a set of values of $f_v$ were drawn up for each layer. Usually 5 values were chosen for the $F_2$ layer, 4 for the $F_1$ and 3 for the $E$ layers. In each case this included the value of $f_0$.

For each value of $f_v$ thus chosen, the virtual heights $h'$ corresponding to each value of $f_k$ were then read off the record, recorded on an adding machine and the average taken. This average value corresponded to $h_T(f_v)$ as in equation 17.

All data pertaining to a particular record was recorded and reduced on a sheet of the type shown in Fig. 24. This refers to the record shown in Fig. 20. Thus values of $f_v$ (and hence $n$, the electron density) were obtained as a function of $h_T$, the true height. A graph could then be plotted of the true height electron density distribution. Fig. 25 shows the distribution obtained from Fig. 20, corresponding to the values in Fig. 24.

The distribution so obtained by Kelso's method compares very favourably with recent rocket measurements of the electron density up to 220 km. by SEDDON, PICKAR and JACKSON (1954).

When the records were marred by Esp a slightly
FIG.: 23 ENLARGEMENT OF FIG.:20

FIG.: 24. TYPICAL SCALING SHEET

IONOSPHERE RESEARCH LABORATORY. DEPARTMENT OF PHYSICS.

SCALING OF RECORDS.

RECORD No: 367 ...... DATE: 5/12/54. S..S.T.E: 08.Hrs15. Mins...

<table>
<thead>
<tr>
<th>f₀(F₂)</th>
<th>N(F₂)</th>
<th>f₀(E₂)</th>
<th>N(E₂)</th>
<th>f₀(F₁)</th>
<th>N(F₁)</th>
<th>f₀(E₁)</th>
<th>N(E₁)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.40</td>
<td>5.08</td>
<td>3.26</td>
<td>1.32</td>
<td>4.13</td>
<td>2.11</td>
<td>3.00</td>
<td>1.12</td>
</tr>
<tr>
<td>6.25</td>
<td>4.84</td>
<td>2.82</td>
<td>1.30</td>
<td>4.45</td>
<td>2.65</td>
<td>2.75</td>
<td>0.94</td>
</tr>
<tr>
<td>6.00</td>
<td>4.00</td>
<td>2.84</td>
<td>1.12</td>
<td>3.75</td>
<td>2.48</td>
<td>0.94</td>
<td>1.12</td>
</tr>
<tr>
<td>5.50</td>
<td>3.10</td>
<td>2.33</td>
<td>1.12</td>
<td>2.11</td>
<td>1.23</td>
<td>0.94</td>
<td>1.23</td>
</tr>
<tr>
<td>5.00</td>
<td>1.98</td>
<td>1.87</td>
<td>1.12</td>
<td>1.74</td>
<td>1.18</td>
<td>0.77</td>
<td>1.12</td>
</tr>
</tbody>
</table>

fᵥ | n  | h  | fᵥ | n  | h  | Comments:--
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6.40</td>
<td>5.08</td>
<td>309</td>
<td>3.25</td>
<td>1.31</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>6.25</td>
<td>4.84</td>
<td>282</td>
<td>3.00</td>
<td>1.12</td>
<td>123</td>
<td></td>
</tr>
<tr>
<td>6.00</td>
<td>4.45</td>
<td>265</td>
<td>2.75</td>
<td>0.94</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td>5.50</td>
<td>3.75</td>
<td>248</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>3.10</td>
<td>233</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.13</td>
<td>2.11</td>
<td>214</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>1.98</td>
<td>187</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.75</td>
<td>1.74</td>
<td>160</td>
<td>2.50</td>
<td>0.77</td>
<td>118</td>
<td></td>
</tr>
</tbody>
</table>
different procedure was adopted, as the high density of Esp masked the reflections from the $F_1$ and sometimes part or the whole of the $F_2$. Typical records showing the effect of Esp have already been shown in Figs. 21 and 22. Obviously these records cannot be scaled according to Kelso's method using the values of $h'$ from the Esp, as clearly a reading of $h'$ from either the $F_1$ or $F_2$ is the correct one. The values of $h_T$ so obtained would be considerably less than the correct value. An estimate was therefore made of $h_T$, and it will be shown that this approximates fairly closely to the true value.

Fig. 21 is fairly simple and the reflections from the $F_1$ which are masked by Esp were estimated by extrapolating the $F_1$ layer curve back to what normally would be the $f_0E_2$ at that time of day. This was estimated by consulting previous records and taking an average. Around mid-day $f_0E_2$ was normally about 3.75 Mc/sec. The distribution so obtained from Fig. 21 is shown in Fig. 26. It is obvious that only the $f_v$ at $f_0F_1$ can be scaled, as any other point would fall too near the extrapolated portion and be largely a matter of guess work. Thus the $F_1$ is drawn as a dotted line to show that over that portion it has only been estimated.

Fig. 22 has the $F_1$ layer completely masked by Esp and only part of the $F_2$ reflections are visible.
In this case the minimum virtual height of the $F_2$ reflections was assumed up to an average value of $f^0F_1$ for that particular time of day by consulting previous records etc. This was normally some value between 4.0 and 4.5 Mc/sec. From this assumed value of $f^0F_1$ the virtual height was usually assumed to be 250 km. (an average value of $h'$ for normal $F_1$ reflections), back to an estimated value of $f^0E_2$ for that time of day, as was done for Fig. 21 previously. In this way it was possible to make an estimate of the shape of the $F_2$ layer near its maximum. The graph obtained from Fig. 22 using this method is shown in Fig. 27. The extrapolated portion of the record is shown by the dotted lines.

To show how nearly this estimate approximates to the true Kelso distribution, it will be assumed that the record in Fig. 20 where there is no $E'_{sp}$, has been masked by $E_{sp}$ up to 5.0 Mc/sec. First an estimate is made of $f^0F_1$ and $f^0E_2$. This is done either by interpolating between the previous record and the one proceeding, or by taking an average value for that time of day. In this case they will be supposed to be 4.1 Mc/sec and 3.25 Mc/sec respectively. The minimum virtual height of 320 km. at 5.0 Mc/sec will be assumed to continue back to $f^0F_1$ (at 4.1 Mc/sec) and a virtual height of 250 km. from $f^0F_1$ to $f^0E_2$ (3.25 Mc/sec). Fig. 28 shows the true Kelso distributions as in Fig. 25 together with the
approximate one as suggested above. It is seen that they agree fairly closely near the maximum of the \( F_2 \) layer, where the reflections on the record were not masked by \( E_s \).

In general Kelso's method is strictly only applicable to those records where there is one layer, and the record shows no discontinuities and cusps etc. Cross errors occur if a value of \( f_k \) falls on or near the \( F_1 \) peak and obviously the value of \( h' \) which would normally be read off (say 700 - 900 km.) would give a much higher value of \( h_T \) for that particular \( f_v \) than was correct. Care was thus taken to ensure that any value of \( f_k \) did not occur near the \( F_1 \) peak by choosing appropriate values of \( f_v \) beforehand.

In all about 1200 records were obtained during the control period, covering fifteen days before and fifteen days after the eclipse, from December 10th., 1954 to January 9th., 1955, and all these records were completely scaled where possible by Kelso's method.

(3) Calculation of eclipse circumstances.

It is a simple matter to calculate the circumstances of an eclipse from data given in the Nautical Almanac. The method to be used for annular eclipse of the sun is described in the NAUTICAL ALMANAC (1936). Data for the annular solar eclipse of December 25th., 1954 for use by this method is given in the NAUTICAL ALMANAC.
(1954). Fig. 29 shows the path of the eclipse over South Africa and it can be seen that Grahamstown lay practically at the centre of the belt of annularity.

The times of the various phases of the eclipse at heights of 100, 200 and 300 km are shown below.

<table>
<thead>
<tr>
<th>Height</th>
<th>1st Contact</th>
<th>2nd Contact</th>
<th>3rd Contact</th>
<th>4th Contact</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 km.</td>
<td>0646 hrs</td>
<td>0800</td>
<td>0807</td>
<td>0935</td>
</tr>
<tr>
<td>200 km.</td>
<td>0645</td>
<td>0758</td>
<td>0805</td>
<td>0934</td>
</tr>
<tr>
<td>300 km.</td>
<td>0643</td>
<td>0757</td>
<td>0803</td>
<td>0932</td>
</tr>
</tbody>
</table>

Times of contact, S.A. Standard Time = U.T. + 2 hrs.

During annularity 85.8% of the sun's disc was covered.

The path of the moon across the sun is simply found for each of the three heights and is shown in Fig. 30. The relevant data is shown below, where d is the distance from the sun's centre to the moon's centre in terms of the sun's radius, and a is the moon's radius in terms of the sun's radius. P is the position angle of centre of the moon measured from the North Point of the sun in the direction W.E.S.W. (i.e. counter-clockwise).
Fig: 29. Path of annular eclipse over South Africa.
FIG. 30 PATH OF MOON ACROSS SUN AT 100, 200 & 300 km HEIGHT

FIG. 31 UNOBSCURED FRACTION OF THE SUN
Data for position of moon during the eclipse.

Calculation of the area of the sun left unobscured at any stage during the eclipse may be performed by the following method. As will be seen later, the unobscured fraction of the solar disc, \( f \), is an important parameter in the analysis of the eclipse data.
The sun is represented by the circle centre B and radius 1. The moon is represented by the circle centre A and radius $a$. $d$ = the distance AB as defined previously.

The obscured area is the region enclosed by CGDPC.

Obscured area = area between arc CF and the centre A + area between arc CGD and the centre B - area of quad. ACBD.

Area of $\triangle ABC = \sqrt{s(s-d)(s-a)(s-1)}$

where $s = \frac{1}{2}(d+a+1)$

Thus the area of quad $ABCD = 2\sqrt{s(s-d)(s-a)(s-1)}$

Area subtended by arc CF = $\theta_1 a^2$

Area subtended by arc CGD = $\theta_2 a^2 = \theta_2$

Thus obscured area = $\theta_1 a^2 + \theta_2 - 2\sqrt{s(s-d)(s-a)(s-1)}$ ... 18

Now area of $\triangle ABC = \frac{1}{2}dCE = \sqrt{s(s-d)(s-a)(s-1)}$

so that $CE = \frac{2\sqrt{s(s-d)(s-a)(s-1)}}{d}$

$\sin \theta_1 = \frac{CE}{a}$

Thus $\theta_1 = \arcsin \frac{2\sqrt{s(s-d)(s-a)(s-1)}}{a}$

Similarly $\theta_2 = \arcsin \frac{CE}{d} = \arcsin \frac{2\sqrt{s(s-d)(s-a)(s-1)}}{d}$

The unobscured area thus is given by

$\pi = \theta_1 a^2 + \theta_2 - 2\sqrt{s(s-d)(s-a)(s-1)}$ ... 19

where $\theta_1$ and $\theta_2$

Hence the unobscured fraction of the solar disc $f$ is given by:

$f = 1 - \left( \frac{\theta_1 a^2 + \theta_2 - 2\sqrt{s(s-a)(s-d)(s-1)}}{\pi} \right)$
All that is required is for the value of the term \( \sqrt{s(d-s)(s-a)(s-l)} \) to be calculated for each time and the unobscured area is easily found. The table below gives the values of \( f \), the unobscured fraction of the sun's disc, at twenty minute intervals and these are illustrated graphically in Fig. 31.

<table>
<thead>
<tr>
<th>Time (SAST)</th>
<th>100 km.</th>
<th>200 km.</th>
<th>300 km.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0700</td>
<td>0.911</td>
<td>0.896</td>
<td>0.894</td>
</tr>
<tr>
<td>0720</td>
<td>0.634</td>
<td>0.658</td>
<td>0.640</td>
</tr>
<tr>
<td>0740</td>
<td>0.409</td>
<td>0.337</td>
<td>0.363</td>
</tr>
<tr>
<td>0800</td>
<td>0.144</td>
<td>0.142</td>
<td>0.142</td>
</tr>
<tr>
<td>0820</td>
<td>0.304</td>
<td>0.325</td>
<td>0.347</td>
</tr>
<tr>
<td>0840</td>
<td>0.565</td>
<td>0.574</td>
<td>0.592</td>
</tr>
<tr>
<td>0900</td>
<td>0.768</td>
<td>0.785</td>
<td>0.799</td>
</tr>
<tr>
<td>0920</td>
<td>0.933</td>
<td>0.944</td>
<td>0.953</td>
</tr>
</tbody>
</table>

Values of "\( f \)" at various heights.

(4) Frequency of observations.

While the purpose of this investigation is the study of ionospheric changes during a solar eclipse, such a study cannot be made without reference to control data obtained from normal observations on days before and after the eclipse. The importance of taking control readings over a large number of days has already been stressed. Many previous analyses of eclipse readings suffer from the lack of adequate control data. It is normal in ionosphere work to average out readings
over a month to produce a monthly mean value of ionospheric parameters. If readings are averaged over a period greater than a month it is likely that seasonal variations might affect the mean values so derived. The control readings therefore extended over a period of thirty days, from December 10th, 1954 to January 9th, 1955 inclusive.

The equipment was designed to take automatic readings at hourly intervals during the day and night. While this may have been sufficient for normal day to day ionospheric studies, it was necessary to take more frequent readings on the control days over that part of the day during which the eclipse was due to take place. Mention has already been made of the "corpuscular eclipse" due to occur some two hours before the "optical eclipse". Consequently readings were taken every 15 minutes from 0500 hours to 1000 hours SAST, in addition to the normal hourly readings throughout the rest of the day. This period thus included both the "corpuscular" and "optical" eclipses.

On the eclipse day the equipment was run continuously from 0500 to 1000 hours SAST taking readings every 2½ minutes. From 1000 to 1200 hours readings were taken at 15 minute intervals and every hour for the rest of the day.

In this section consideration will only be given to the control data and its presentation for comparison with the eclipse readings.
Magnetic and sunspot activity.

It is well known that increases in magnetic activity are accompanied by ionospheric disturbances (BERKNER, 1939; SHAPLEY, 1946). I am grateful to Mr. A. M. van Wijk of the Magnetic Observatory, Hermanus, for supplying the magnetic data for the period under observation.

The period occurred during the minimum of the sunspot cycle and magnetic activity was very low. It was gratifying to note that December 25th, 1954, the eclipse day, had a magnetic character figure of zero. GLEDHILL and SZENDREI (1947) in an analysis of ionospheric readings over Grahamstown from November 1945 to February 1946, found a correlation with magnetic data from the Hermanus observatory and rejected all days with magnetic character figures greater than 2. During the thirty day control period there were no days with a magnetic character figure greater than 2 and therefore it seemed unlikely that any magnetically disturbed readings would be included in the mean values for the control period.

Control data

Maximum electron densities and their corresponding heights.

Mean values of the maximum electron density and their heights for each of the four layers for the control period are illustrated in Figs. 32 to 36 inclusive. Figs. 32 to 35 show the mean diurnal variation of the maximum electron densities, whilst Fig. 36 shows the mean diurnal variation of the heights of the maximum electron densities.
FIG. 32  MAXIMUM ELECTRON DENSITY $E_1$ LAYER.

FIG. 33  MAXIMUM ELECTRON DENSITY $E_2$ LAYER.
**FIG. 34** MAXIMUM ELECTRON DENSITY \( F_1 \) LAYER.

**FIG. 35** MAXIMUM ELECTRON DENSITY \( F_2 \) LAYER.
FIG: 36  HEIGHTS OF MAXIMUM ELECTRON DENSITY ($h_M$)
To gain some idea of the scatter of the individual readings about the mean value, the probably deviation \( r \) can be calculated from Peter's formula:

\[
r = 0.845 \sqrt{\frac{\sum d_i^2}{n(n-1)}}
\]

where \( d_i \) is the deviation of the \( i \) th reading from the mean and \( n \) is the total number of readings over which the mean is taken. These probable deviations give an index of the scatter of the individual values about the mean. They are included in Figs. 32 to 36. The mean values and probable deviations shown in these figures are tabulated in Tables 4 to 7.
<table>
<thead>
<tr>
<th>Time (hrs SAST)</th>
<th>( N )</th>
<th>( r )</th>
<th>( h_M )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0530</td>
<td>0.33</td>
<td>0.036</td>
<td>147</td>
<td>9.7</td>
</tr>
<tr>
<td>0545</td>
<td>0.39</td>
<td>0.025</td>
<td>143</td>
<td>7.2</td>
</tr>
<tr>
<td>0600</td>
<td>0.49</td>
<td>0.028</td>
<td>135</td>
<td>6.2</td>
</tr>
<tr>
<td>0615</td>
<td>0.55</td>
<td>0.034</td>
<td>132</td>
<td>3.8</td>
</tr>
<tr>
<td>0630</td>
<td>0.65</td>
<td>0.032</td>
<td>130</td>
<td>3.0</td>
</tr>
<tr>
<td>0645</td>
<td>0.75</td>
<td>0.038</td>
<td>128</td>
<td>3.7</td>
</tr>
<tr>
<td>0700</td>
<td>0.79</td>
<td>0.033</td>
<td>126</td>
<td>3.7</td>
</tr>
<tr>
<td>0715</td>
<td>0.86</td>
<td>0.035</td>
<td>126</td>
<td>2.6</td>
</tr>
<tr>
<td>0730</td>
<td>0.93</td>
<td>0.030</td>
<td>127</td>
<td>2.7</td>
</tr>
<tr>
<td>0745</td>
<td>0.98</td>
<td>0.030</td>
<td>126</td>
<td>1.9</td>
</tr>
<tr>
<td>0800</td>
<td>1.04</td>
<td>0.045</td>
<td>125</td>
<td>3.3</td>
</tr>
<tr>
<td>0815</td>
<td>1.09</td>
<td>0.039</td>
<td>124</td>
<td>2.7</td>
</tr>
<tr>
<td>0830</td>
<td>1.12</td>
<td>0.029</td>
<td>125</td>
<td>2.4</td>
</tr>
<tr>
<td>0845</td>
<td>1.17</td>
<td>0.039</td>
<td>124</td>
<td>3.8</td>
</tr>
<tr>
<td>0900</td>
<td>1.21</td>
<td>0.041</td>
<td>125</td>
<td>3.2</td>
</tr>
<tr>
<td>0915</td>
<td>1.24</td>
<td>0.052</td>
<td>124</td>
<td>3.4</td>
</tr>
<tr>
<td>0930</td>
<td>1.27</td>
<td>0.044</td>
<td>124</td>
<td>3.2</td>
</tr>
<tr>
<td>0945</td>
<td>1.30</td>
<td>0.057</td>
<td>123</td>
<td>2.7</td>
</tr>
<tr>
<td>1000</td>
<td>1.35</td>
<td>0.052</td>
<td>123</td>
<td>3.4</td>
</tr>
<tr>
<td>1100</td>
<td>1.37</td>
<td>0.069</td>
<td>124</td>
<td>3.3</td>
</tr>
<tr>
<td>1200</td>
<td>1.40</td>
<td>0.069</td>
<td>124</td>
<td>3.3</td>
</tr>
<tr>
<td>1300</td>
<td>1.37</td>
<td>0.065</td>
<td>126</td>
<td>3.3</td>
</tr>
<tr>
<td>1400</td>
<td>1.29</td>
<td>0.081</td>
<td>124</td>
<td>4.0</td>
</tr>
<tr>
<td>1500</td>
<td>1.21</td>
<td>0.080</td>
<td>124</td>
<td>3.1</td>
</tr>
<tr>
<td>1600</td>
<td>1.04</td>
<td>0.079</td>
<td>124</td>
<td>4.1</td>
</tr>
<tr>
<td>1700</td>
<td>0.84</td>
<td>0.066</td>
<td>125</td>
<td>3.9</td>
</tr>
<tr>
<td>1800</td>
<td>0.60</td>
<td>0.077</td>
<td>126</td>
<td>3.2</td>
</tr>
</tbody>
</table>

Table 4: Mean values of \( N \), the maximum electron density, (electrons per cm\(^2\) x 10\(^{-5}\)) and \( h_M \), the height of the maximum \( k_m \), for the \( E_1 \) layer.
<table>
<thead>
<tr>
<th>Time (hrs SAST)</th>
<th>N</th>
<th>r</th>
<th>$h_M$</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>0515</td>
<td>0.38</td>
<td>0.065</td>
<td>152</td>
<td>20</td>
</tr>
<tr>
<td>0530</td>
<td>0.49</td>
<td>0.060</td>
<td>160</td>
<td>15</td>
</tr>
<tr>
<td>0545</td>
<td>0.61</td>
<td>0.084</td>
<td>148</td>
<td>8.6</td>
</tr>
<tr>
<td>0500</td>
<td>0.73</td>
<td>0.091</td>
<td>142</td>
<td>8.6</td>
</tr>
<tr>
<td>0615</td>
<td>0.78</td>
<td>0.061</td>
<td>140</td>
<td>5.7</td>
</tr>
<tr>
<td>0630</td>
<td>0.91</td>
<td>0.089</td>
<td>136</td>
<td>6.3</td>
</tr>
<tr>
<td>0645</td>
<td>1.03</td>
<td>0.116</td>
<td>134</td>
<td>5.5</td>
</tr>
<tr>
<td>0700</td>
<td>1.11</td>
<td>0.135</td>
<td>130</td>
<td>4.1</td>
</tr>
<tr>
<td>0715</td>
<td>1.15</td>
<td>0.117</td>
<td>131</td>
<td>5.3</td>
</tr>
<tr>
<td>0730</td>
<td>1.25</td>
<td>0.120</td>
<td>129</td>
<td>3.7</td>
</tr>
<tr>
<td>0745</td>
<td>1.30</td>
<td>0.117</td>
<td>129</td>
<td>3.8</td>
</tr>
<tr>
<td>0800</td>
<td>1.39</td>
<td>0.133</td>
<td>127</td>
<td>4.2</td>
</tr>
<tr>
<td>0815</td>
<td>1.42</td>
<td>0.109</td>
<td>128</td>
<td>3.0</td>
</tr>
<tr>
<td>0830</td>
<td>1.47</td>
<td>0.124</td>
<td>127</td>
<td>3.7</td>
</tr>
<tr>
<td>0845</td>
<td>1.52</td>
<td>0.120</td>
<td>126</td>
<td>4.4</td>
</tr>
<tr>
<td>0900</td>
<td>1.60</td>
<td>0.144</td>
<td>128</td>
<td>4.4</td>
</tr>
<tr>
<td>0915</td>
<td>1.57</td>
<td>0.120</td>
<td>126</td>
<td>4.5</td>
</tr>
<tr>
<td>0930</td>
<td>1.64</td>
<td>0.139</td>
<td>125</td>
<td>3.5</td>
</tr>
<tr>
<td>0945</td>
<td>1.60</td>
<td>0.097</td>
<td>125</td>
<td>3.2</td>
</tr>
<tr>
<td>1000</td>
<td>1.58</td>
<td>0.078</td>
<td>126</td>
<td>4.6</td>
</tr>
<tr>
<td>1100</td>
<td>1.65</td>
<td>0.121</td>
<td>126</td>
<td>4.4</td>
</tr>
<tr>
<td>1200</td>
<td>1.71</td>
<td>0.128</td>
<td>124</td>
<td>4.3</td>
</tr>
<tr>
<td>1300</td>
<td>1.62</td>
<td>0.086</td>
<td>125</td>
<td>4.5</td>
</tr>
<tr>
<td>1400</td>
<td>1.58</td>
<td>0.099</td>
<td>127</td>
<td>4.8</td>
</tr>
<tr>
<td>1500</td>
<td>1.47</td>
<td>0.099</td>
<td>124</td>
<td>4.9</td>
</tr>
<tr>
<td>1600</td>
<td>1.30</td>
<td>0.108</td>
<td>126</td>
<td>5.3</td>
</tr>
<tr>
<td>1700</td>
<td>1.08</td>
<td>0.119</td>
<td>127</td>
<td>5.1</td>
</tr>
<tr>
<td>1800</td>
<td>0.71</td>
<td>0.087</td>
<td>129</td>
<td>6.0</td>
</tr>
<tr>
<td>1900</td>
<td>0.46</td>
<td>0.077</td>
<td>131</td>
<td>8.6</td>
</tr>
</tbody>
</table>

Table 5: Mean values of $N$, the maximum electron density, (electrons per cm$^3$ x 10$^{-5}$) and $h_M$, the height of the maximum (km) for the E$_2$ layer.
<table>
<thead>
<tr>
<th>Time (hrs SAST)</th>
<th>$N$</th>
<th>$r$</th>
<th>$h_M$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0600</td>
<td>1.43</td>
<td>0.064</td>
<td>221</td>
<td>9.3</td>
</tr>
<tr>
<td>0615</td>
<td>1.53</td>
<td>0.093</td>
<td>221</td>
<td>8.9</td>
</tr>
<tr>
<td>0630</td>
<td>1.63</td>
<td>0.096</td>
<td>218</td>
<td>8.6</td>
</tr>
<tr>
<td>0645</td>
<td>1.75</td>
<td>0.112</td>
<td>210</td>
<td>6.8</td>
</tr>
<tr>
<td>0700</td>
<td>1.84</td>
<td>0.096</td>
<td>205</td>
<td>12.0</td>
</tr>
<tr>
<td>0715</td>
<td>1.91</td>
<td>0.116</td>
<td>210</td>
<td>10.0</td>
</tr>
<tr>
<td>0730</td>
<td>1.95</td>
<td>0.096</td>
<td>203</td>
<td>9.9</td>
</tr>
<tr>
<td>0745</td>
<td>2.01</td>
<td>0.079</td>
<td>206</td>
<td>11.0</td>
</tr>
<tr>
<td>0800</td>
<td>2.05</td>
<td>0.092</td>
<td>204</td>
<td>11.0</td>
</tr>
<tr>
<td>0815</td>
<td>2.12</td>
<td>0.081</td>
<td>203</td>
<td>10.0</td>
</tr>
<tr>
<td>0830</td>
<td>2.15</td>
<td>0.080</td>
<td>206</td>
<td>8.8</td>
</tr>
<tr>
<td>0845</td>
<td>2.19</td>
<td>0.076</td>
<td>207</td>
<td>6.3</td>
</tr>
<tr>
<td>0900</td>
<td>2.23</td>
<td>0.070</td>
<td>201</td>
<td>8.7</td>
</tr>
<tr>
<td>0915</td>
<td>2.26</td>
<td>0.064</td>
<td>207</td>
<td>9.0</td>
</tr>
<tr>
<td>0930</td>
<td>2.33</td>
<td>0.065</td>
<td>201</td>
<td>8.7</td>
</tr>
<tr>
<td>1000</td>
<td>2.31</td>
<td>0.062</td>
<td>209</td>
<td>10.0</td>
</tr>
<tr>
<td>1100</td>
<td>2.33</td>
<td>0.066</td>
<td>204</td>
<td>8.3</td>
</tr>
<tr>
<td>1200</td>
<td>2.41</td>
<td>0.070</td>
<td>206</td>
<td>8.0</td>
</tr>
<tr>
<td>1300</td>
<td>2.46</td>
<td>0.081</td>
<td>203</td>
<td>12.0</td>
</tr>
<tr>
<td>1400</td>
<td>2.43</td>
<td>0.065</td>
<td>203</td>
<td>11.0</td>
</tr>
<tr>
<td>1500</td>
<td>2.33</td>
<td>0.064</td>
<td>204</td>
<td>7.2</td>
</tr>
<tr>
<td>1600</td>
<td>2.25</td>
<td>0.049</td>
<td>204</td>
<td>8.3</td>
</tr>
<tr>
<td>1700</td>
<td>2.08</td>
<td>0.061</td>
<td>203</td>
<td>8.7</td>
</tr>
<tr>
<td>1800</td>
<td>1.87</td>
<td>0.054</td>
<td>197</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Table 6: Mean values of $N$, the maximum electron density, (electrons per cm$^3$ x 10$^{-5}$) and $h_M$, the height of the maximum (km) for the $F_2$ layer.
<table>
<thead>
<tr>
<th>Time (Hrs SAST)</th>
<th>N</th>
<th>r</th>
<th>$b_M$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>1.98</td>
<td>0.242</td>
<td>331</td>
<td>17</td>
</tr>
<tr>
<td>0100</td>
<td>1.70</td>
<td>0.176</td>
<td>325</td>
<td>13</td>
</tr>
<tr>
<td>0200</td>
<td>1.56</td>
<td>0.192</td>
<td>315</td>
<td>19</td>
</tr>
<tr>
<td>0300</td>
<td>1.40</td>
<td>0.276</td>
<td>317</td>
<td>14</td>
</tr>
<tr>
<td>0400</td>
<td>1.22</td>
<td>0.294</td>
<td>328</td>
<td>15</td>
</tr>
<tr>
<td>0500</td>
<td>1.47</td>
<td>0.222</td>
<td>315</td>
<td>26</td>
</tr>
<tr>
<td>0515</td>
<td>1.81</td>
<td>0.199</td>
<td>239</td>
<td>18</td>
</tr>
<tr>
<td>0530</td>
<td>2.11</td>
<td>0.211</td>
<td>278</td>
<td>15</td>
</tr>
<tr>
<td>0545</td>
<td>2.33</td>
<td>0.224</td>
<td>269</td>
<td>14</td>
</tr>
<tr>
<td>0600</td>
<td>2.60</td>
<td>0.279</td>
<td>269</td>
<td>15</td>
</tr>
<tr>
<td>0615</td>
<td>2.92</td>
<td>0.255</td>
<td>271</td>
<td>14</td>
</tr>
<tr>
<td>0630</td>
<td>2.96</td>
<td>0.284</td>
<td>267</td>
<td>14</td>
</tr>
<tr>
<td>0645</td>
<td>3.14</td>
<td>0.348</td>
<td>278</td>
<td>16</td>
</tr>
<tr>
<td>0700</td>
<td>3.34</td>
<td>0.388</td>
<td>279</td>
<td>14</td>
</tr>
<tr>
<td>0715</td>
<td>3.47</td>
<td>0.365</td>
<td>287</td>
<td>16</td>
</tr>
<tr>
<td>0730</td>
<td>3.56</td>
<td>0.459</td>
<td>286</td>
<td>16</td>
</tr>
<tr>
<td>0745</td>
<td>3.35</td>
<td>0.470</td>
<td>289</td>
<td>14</td>
</tr>
<tr>
<td>0800</td>
<td>4.04</td>
<td>0.517</td>
<td>287</td>
<td>14</td>
</tr>
<tr>
<td>0815</td>
<td>4.27</td>
<td>0.526</td>
<td>291</td>
<td>14</td>
</tr>
<tr>
<td>0830</td>
<td>4.32</td>
<td>0.583</td>
<td>287</td>
<td>13</td>
</tr>
<tr>
<td>0845</td>
<td>4.50</td>
<td>0.603</td>
<td>288</td>
<td>12</td>
</tr>
<tr>
<td>0900</td>
<td>4.57</td>
<td>0.601</td>
<td>292</td>
<td>13</td>
</tr>
<tr>
<td>0915</td>
<td>4.68</td>
<td>0.595</td>
<td>293</td>
<td>13</td>
</tr>
<tr>
<td>0930</td>
<td>4.94</td>
<td>0.687</td>
<td>297</td>
<td>12</td>
</tr>
<tr>
<td>0945</td>
<td>4.92</td>
<td>0.687</td>
<td>297</td>
<td>12</td>
</tr>
<tr>
<td>1000</td>
<td>5.16</td>
<td>0.810</td>
<td>293</td>
<td>16</td>
</tr>
<tr>
<td>1100</td>
<td>5.71</td>
<td>1.070</td>
<td>302</td>
<td>11</td>
</tr>
<tr>
<td>1200</td>
<td>5.87</td>
<td>1.117</td>
<td>300</td>
<td>12</td>
</tr>
<tr>
<td>1300</td>
<td>6.13</td>
<td>1.305</td>
<td>303</td>
<td>7.9</td>
</tr>
<tr>
<td>1400</td>
<td>6.22</td>
<td>1.193</td>
<td>293</td>
<td>9.5</td>
</tr>
<tr>
<td>1500</td>
<td>5.80</td>
<td>0.931</td>
<td>287</td>
<td>7.9</td>
</tr>
<tr>
<td>1600</td>
<td>5.20</td>
<td>0.696</td>
<td>283</td>
<td>9.1</td>
</tr>
</tbody>
</table>

cont...
<table>
<thead>
<tr>
<th>Time (Hrs SAST)</th>
<th>N</th>
<th>r</th>
<th>$h_M$</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>1700</td>
<td>4.66</td>
<td>0.674</td>
<td>282</td>
<td>10</td>
</tr>
<tr>
<td>1800</td>
<td>4.29</td>
<td>0.645</td>
<td>282</td>
<td>13</td>
</tr>
<tr>
<td>1900</td>
<td>3.84</td>
<td>0.570</td>
<td>295</td>
<td>14</td>
</tr>
<tr>
<td>2000</td>
<td>3.50</td>
<td>0.692</td>
<td>310</td>
<td>11</td>
</tr>
<tr>
<td>2100</td>
<td>2.78</td>
<td>0.418</td>
<td>316</td>
<td>11</td>
</tr>
<tr>
<td>2200</td>
<td>2.24</td>
<td>0.394</td>
<td>331</td>
<td>13</td>
</tr>
<tr>
<td>2300</td>
<td>1.99</td>
<td>0.339</td>
<td>339</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 7: Mean values of $N$, the maximum electron density, (electrons per cm$^3 \times 10^{-5}$), $h_M$, the height of the maximum (km), and $r$, the probable deviation, for the $F_2$ layer.
The regular nature of both the E₁ and F₁ layers is easily seen from the narrow probability belt drawn about the mean. These two layers are only present during the daytime. In both cases the maximum electron density rises to a maximum at noon and falls off evenly on either side of it. The heights of the maximum in the E₁ layer remain fairly constant all day at a height of about 125 kms, as does the F₁ layer at a height of about 205 kms.

The E₂ layer shows more marked variations as can be seen from the somewhat wider probability belt about the mean values of its maximum electron density. The wide variations can however be attributed to the difficulty in distinguishing between sporadic E and E₂. It is inevitable that E₀ readings have been included in the E₂ means. The maximum electron density also rises to a maximum at midday, and the height of this maximum remains fairly constant throughout the day. As in the case of the E₁ layer, the E₂ is only present during the daytime. In both cases the critical frequency fell below the lowest limit of the apparatus during the night. The F₂ layer is the most varied from day to day of all four layers. The wide fluctuations are illustrated vividly by the wide probability around noon. However, the F₂ layer is remarkably consistent in the first two hours after sunset, when it will be noticed that the probability belt is fairly narrow. The maximum electron density rises to its maximum value at about 1400 hours SAST,
probably due to the slow recombination in this layer. The height of the maximum electron density is more varied than the other three layers. It reaches a maximum during the night, and soon after sunrise drops by about 50 km in a period of two hours, thereafter rising to a fairly constant value of about 290 km during the midday and afternoon period. After sunset the height begins to rise again.

(ii) Electron density - height distribution.

The complete scaling of records by Kelso's method has provided curves of $N$ versus height ($N(h)$ curves) for each time of day. In order to obtain a mean curve for the distribution at any particular time of day, it seems at first sight obvious to plot curves of $N$ versus time ($N(t)$ curves) at constant height. When this is done it is found that the resulting distribution or $N(h)$ curve for a particular time of day has a shape which is somewhat different from the original $N(h)$ curves. The original $N(h)$ curves for each time of day deduced by Kelso's method are smooth curves. Fig. 37(a) shows the resulting $N(h)$ curve deduced by averaging the values of $N$ at constant height from the Kelso curves for one particular time of day. On the same graph is plotted the resulting $N(h)$ curve deduced by a method which will be described below. It seems that the resulting $N(h)$ curve found by averaging the values of $N$ at constant height does not take into account sufficiently the distribution of each individual Kelso scaling. In
FIG. 37 TO ILLUSTRATE THE METHOD OF AVERAGING
other words the curve so deduced is an $N(h)$ curve derived from an $N(t)$ curve and insufficient weight has been given to the individual $N(h)$ distributions.

The method chosen is as follows, and is illustrated in Fig. 37 (b) and (c). For each time of day the mean values of $N_M$, the maximum electron density and its height $h_M$, were taken from Tables 6 and 7 for the $F_1$ and $F_2$ layers. The individual $N(h)$ curves were normalised to the maximum value of $N$ at that particular time and from each record the height, $h$, corresponding to certain fractions of $N_M$ were read off the individual Kelso distributions. For example, values of $h$ were read for $N_M$, 0.95, 0.9, 0.75, 0.65 $N_M$ in the $F_2$ layer; and values of $h$ for $N_M$, 0.95, 0.9 and 0.75 $N_M$ were read off from the $F_1$ layer. For each particular time of day, the mean $h$ corresponding to these particular fractions of $N_M$ were then determined. Tables 8 and 9 show a particular computation for the $F_1$ and $F_2$ layers at 0800 hours. Figs. 37 (b) and (c) show the method graphically. In Fig. 37 (b) ten of the thirty individual Kelso curves have been drawn for 0700 hours. In Fig. 37 (c) these have been normalised to fixed fractions of $N_M$ ($N/\bar{N}$), and the evaluations in Tables 6 and 9 are effectively the heights from each individual curve read off at fixed values of $N/\bar{N}$. The resulting distribution is then shown in Fig 37 (a), together with the distribution evaluated from the values of $N$ at constant height. This type of mean $N(h)$ curve was found to agree
with the individual curves much better than that found by simply averaging an \( N(t) \) curve at constant height.

It is interesting to note that quite independently similar Kolmogorov distributions were being deduced at Cambridge, the results of which were presented recently by SCHMERLING and THOMAS (1956). In an attempt to find the distribution of electrons in the "mean quiet F layer", they were forced to conclusions similar to those presented here, namely that to average \( N(t) \) curves at constant height, not enough weight is accorded to the individual \( N(h) \) distributions. It is pleasing to note that their method of averaging is practically identical to that carried out here, quite independently.

To gain a composite picture of the mean ionospheric conditions for the control period, it is convenient to draw two maps. There are three parameters to be plotted to represent a composite picture of ionosphere, the time of day, the electron density and its height. These can be drawn on two maps. The first, a plot of height versus time of day for constant values of electron density, is an "electron density map" as termed by GLENDHILL and SZENDREI (1950). The second, a graph of electron density versus time of day for constant values of height, is here called a "constant height map". These are shown in Figs 38 and 39 respectively. In Fig 38, the dotted line at the top of the figure represents the height of the maximum electron density,
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and the contours have not been extended above this since
the distribution above the maximum cannot be found with
the technique used in this work.

This concludes the experimental part of this work.

Following the design and construction of the automatic
ionosphere sounding apparatus, photographic records of a
good standard and fairly high resolution have been obtained
over a thirty day control period. A programme of complete
scaling has been carried out using the method due to Kelso.
This control data has been presented finally in two forms,
an electron density map and a constant height map. In
the next section these will be compared with the readings
taken during the eclipse.

The construction of the ionosonde, the scaling
and presentation of the records as has been outlined in
Part I here, were carried out in collaboration with the
director of this work, Dr. M. E. Szendrei. I am most
grateful for his invaluable help and advice.

It is also noted that the recording camera used
in this work was that used by Gledhill and Szendrei (1947a).
<table>
<thead>
<tr>
<th>Date</th>
<th>$h_{NM}$</th>
<th>$h_{0.95N}$</th>
<th>$h_{0.9N}$</th>
<th>$h_{0.75N}$</th>
<th>$h_M$</th>
<th>$h_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dec 10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>130</td>
</tr>
<tr>
<td>12</td>
<td>194</td>
<td>183</td>
<td>174</td>
<td>152</td>
<td>134</td>
<td>130</td>
</tr>
<tr>
<td>13</td>
<td>199</td>
<td>180</td>
<td>167</td>
<td>144</td>
<td>125</td>
<td>123</td>
</tr>
<tr>
<td>14</td>
<td>210</td>
<td>189</td>
<td>179</td>
<td>156</td>
<td>140</td>
<td>130</td>
</tr>
<tr>
<td>15</td>
<td>193</td>
<td>181</td>
<td>174</td>
<td>150</td>
<td>127</td>
<td>124</td>
</tr>
<tr>
<td>16</td>
<td>216</td>
<td>186</td>
<td>175</td>
<td>155</td>
<td>140</td>
<td>125</td>
</tr>
<tr>
<td>17</td>
<td>216</td>
<td>185</td>
<td>174</td>
<td>158</td>
<td>123</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>228</td>
<td>189</td>
<td>172</td>
<td>147</td>
<td>123</td>
<td>123</td>
</tr>
<tr>
<td>19</td>
<td>212</td>
<td>191</td>
<td>183</td>
<td>164</td>
<td>129</td>
<td>126</td>
</tr>
<tr>
<td>20</td>
<td>192</td>
<td>165</td>
<td>156</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>222</td>
<td>185</td>
<td>181</td>
<td>177</td>
<td>129</td>
<td>128</td>
</tr>
<tr>
<td>22</td>
<td>231</td>
<td>192</td>
<td>176</td>
<td>155</td>
<td>131</td>
<td>128</td>
</tr>
<tr>
<td>23</td>
<td>203</td>
<td>184</td>
<td>170</td>
<td>148</td>
<td>130</td>
<td>130</td>
</tr>
<tr>
<td>24</td>
<td>211</td>
<td>188</td>
<td>179</td>
<td>162</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>25</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>135</td>
<td>129</td>
</tr>
<tr>
<td>26</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>130</td>
</tr>
<tr>
<td>27</td>
<td>190</td>
<td>155</td>
<td>145</td>
<td>-</td>
<td>121</td>
<td>120</td>
</tr>
<tr>
<td>28</td>
<td>180</td>
<td>166</td>
<td>157</td>
<td>-</td>
<td>127</td>
<td>127</td>
</tr>
<tr>
<td>29</td>
<td>200</td>
<td>173</td>
<td>159</td>
<td>139</td>
<td>125</td>
<td>125</td>
</tr>
<tr>
<td>30</td>
<td>212</td>
<td>160</td>
<td>152</td>
<td>-</td>
<td>125</td>
<td>122</td>
</tr>
</tbody>
</table>

cont...
Table 8: Calculation of mean distribution for $F_1$ layer
0800 hours SAST

<table>
<thead>
<tr>
<th>Date</th>
<th>$h_{NM}$</th>
<th>$h_{0.95N}$</th>
<th>$h_{0.9W}$</th>
<th>$h_{0.75N}$</th>
<th>$h_M$</th>
<th>$h_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan 1</td>
<td>186</td>
<td>173</td>
<td>166</td>
<td>-</td>
<td>130</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>128</td>
</tr>
<tr>
<td>3</td>
<td>187</td>
<td>159</td>
<td>153</td>
<td>-</td>
<td>125</td>
<td>122</td>
</tr>
<tr>
<td>4</td>
<td>196</td>
<td>170</td>
<td>160</td>
<td>150</td>
<td>134</td>
<td>131</td>
</tr>
<tr>
<td>5</td>
<td>198</td>
<td>177</td>
<td>165</td>
<td>140</td>
<td>119</td>
<td>119</td>
</tr>
<tr>
<td>6</td>
<td>199</td>
<td>172</td>
<td>163</td>
<td>151</td>
<td>125</td>
<td>122</td>
</tr>
<tr>
<td>7</td>
<td>188</td>
<td>177</td>
<td>174</td>
<td>169</td>
<td>128</td>
<td>125</td>
</tr>
<tr>
<td>8</td>
<td>185</td>
<td>167</td>
<td>161</td>
<td>146</td>
<td>106</td>
<td>102</td>
</tr>
<tr>
<td>9</td>
<td>237</td>
<td>201</td>
<td>189</td>
<td>173</td>
<td>122</td>
<td>121</td>
</tr>
</tbody>
</table>

Mean $h$: 203, 177, 168, 154, 127, 125
Mean $n$: 2.05, 1.94, 1.84, 1.53, 1.39, 1.04
<table>
<thead>
<tr>
<th>Date</th>
<th>$h_{NM}$</th>
<th>$h_{0.95N}$</th>
<th>$h_{0.9N}$</th>
<th>$h_{0.85N}$</th>
<th>$h_{0.75N}$</th>
<th>$h_{0.65N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dec 10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>282</td>
<td>253</td>
<td>240</td>
<td>233</td>
<td>228</td>
<td>225</td>
</tr>
<tr>
<td>12</td>
<td>276</td>
<td>244</td>
<td>235</td>
<td>227</td>
<td>217</td>
<td>210</td>
</tr>
<tr>
<td>13</td>
<td>275</td>
<td>255</td>
<td>247</td>
<td>239</td>
<td>227</td>
<td>219</td>
</tr>
<tr>
<td>14</td>
<td>280</td>
<td>258</td>
<td>245</td>
<td>233</td>
<td>217</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>250</td>
<td>235</td>
<td>222</td>
<td>213</td>
<td>198</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>301</td>
<td>268</td>
<td>251</td>
<td>242</td>
<td>231</td>
<td>225</td>
</tr>
<tr>
<td>17</td>
<td>308</td>
<td>284</td>
<td>272</td>
<td>263</td>
<td>251</td>
<td>242</td>
</tr>
<tr>
<td>18</td>
<td>284</td>
<td>259</td>
<td>249</td>
<td>243</td>
<td>235</td>
<td>232</td>
</tr>
<tr>
<td>19</td>
<td>310</td>
<td>287</td>
<td>274</td>
<td>263</td>
<td>247</td>
<td>235</td>
</tr>
<tr>
<td>20</td>
<td>302</td>
<td>271</td>
<td>254</td>
<td>241</td>
<td>224</td>
<td>212</td>
</tr>
<tr>
<td>21</td>
<td>326</td>
<td>302</td>
<td>293</td>
<td>286</td>
<td>276</td>
<td>270</td>
</tr>
<tr>
<td>22</td>
<td>292</td>
<td>276</td>
<td>267</td>
<td>260</td>
<td>249</td>
<td>240</td>
</tr>
<tr>
<td>23</td>
<td>285</td>
<td>253</td>
<td>245</td>
<td>239</td>
<td>231</td>
<td>225</td>
</tr>
<tr>
<td>24</td>
<td>330</td>
<td>285</td>
<td>270</td>
<td>261</td>
<td>246</td>
<td>240</td>
</tr>
<tr>
<td>25</td>
<td>271</td>
<td>233</td>
<td>218</td>
<td>213</td>
<td>203</td>
<td>194</td>
</tr>
<tr>
<td>26</td>
<td>263</td>
<td>253</td>
<td>247</td>
<td>241</td>
<td>231</td>
<td>224</td>
</tr>
<tr>
<td>27</td>
<td>303</td>
<td>280</td>
<td>262</td>
<td>247</td>
<td>228</td>
<td>215</td>
</tr>
<tr>
<td>28</td>
<td>294</td>
<td>271</td>
<td>253</td>
<td>248</td>
<td>234</td>
<td>223</td>
</tr>
<tr>
<td>29</td>
<td>294</td>
<td>253</td>
<td>237</td>
<td>229</td>
<td>217</td>
<td>211</td>
</tr>
<tr>
<td>30</td>
<td>284</td>
<td>253</td>
<td>248</td>
<td>243</td>
<td>230</td>
<td>-</td>
</tr>
<tr>
<td>31</td>
<td>274</td>
<td>255</td>
<td>248</td>
<td>243</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

cont...
### Table 9: Calculation of mean distribution for F2 layer

<table>
<thead>
<tr>
<th>Date</th>
<th>$h_{NM}$</th>
<th>$h_{0.95W}$</th>
<th>$h_{0.9W}$</th>
<th>$h_{0.85W}$</th>
<th>$h_{0.75W}$</th>
<th>$h_{0.65W}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan 1</td>
<td>274</td>
<td>250</td>
<td>237</td>
<td>228</td>
<td>212</td>
<td>198</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>257</td>
<td>247</td>
<td>240</td>
<td>232</td>
<td>217</td>
<td>206</td>
</tr>
<tr>
<td>4</td>
<td>280</td>
<td>200</td>
<td>246</td>
<td>235</td>
<td>220</td>
<td>213</td>
</tr>
<tr>
<td>5</td>
<td>274</td>
<td>250</td>
<td>237</td>
<td>227</td>
<td>210</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>310</td>
<td>233</td>
<td>267</td>
<td>254</td>
<td>237</td>
<td>225</td>
</tr>
<tr>
<td>7</td>
<td>268</td>
<td>246</td>
<td>237</td>
<td>230</td>
<td>217</td>
<td>206</td>
</tr>
<tr>
<td>8</td>
<td>276</td>
<td>256</td>
<td>243</td>
<td>233</td>
<td>218</td>
<td>206</td>
</tr>
<tr>
<td>9</td>
<td>306</td>
<td>286</td>
<td>273</td>
<td>263</td>
<td>248</td>
<td>-</td>
</tr>
<tr>
<td>Mean h</td>
<td>286</td>
<td>264</td>
<td>250</td>
<td>241</td>
<td>229</td>
<td>221</td>
</tr>
<tr>
<td>Mean n</td>
<td>4.03</td>
<td>3.83</td>
<td>3.63</td>
<td>3.43</td>
<td>3.03</td>
<td>2.72</td>
</tr>
</tbody>
</table>

0900 hours SAST
The Eclipse Measurements.

(a) The maximum electron density and its height.

Introduction

During a solar eclipse as the moon covers the sun, the source of ionising radiation is gradually removed and then slowly reappears. The resulting effect on the ionosphere is to cause the electron density to decrease from its normal value to a somewhat lower value and finally to recover again after the eclipse, to its usual diurnal variation. Solar eclipses can therefore provide useful information on the controlling effect of the sun's radiation on the ionised layers and the electron-loss processes which take place. Ionospheric measurements during solar eclipses were made as early as 1925. During the eclipse of 29 June 1927, Appleton noticed that the minimum value of the electron density peak occurred about four minutes after the optical centre of totality. At that time it was uncertain whether ultra-violet radiation or corpuscular radiation was the chief cause of ionisation. Appleton noticed the coincidence between the time 4 minutes (240 seconds) and the time it would take for particles travelling at a speed of 1,000 miles per second to traverse the distance from the moon to the earth (240,000 miles). Chapman (1932) therefore considered the possibility of this "corpuscular eclipse" and deduced that such an eclipse would occur about two hours before the optical eclipse. Since
the changes in ionisation in the E layer during the 1927 eclipse occurred during the optical eclipse, it was clear evidence for the ultra-violet origin of the E layer. Further measurements during the eclipses in 1935, 1936 and 1937 proved conclusively that these two layers owed their origin to solar ultra-violet radiation. However the measurements from the F_2 layer were inconclusive. In fact it is often difficult to decide whether an eclipse has any effect on the F_2 layer at all. During the middle part of the day, large and irregular fluctuations occur, as is seen in Fig. 35, where during the period 1000 to 1600 hours SAST the probability belt around the F_2 layer maximum electron density is very wide. If an eclipse occurs during this part of the day, even a considerable deviation from the mean value might lie within the probability belt, and it is inconclusive evidence for the eclipse effect, as such a deviation could just as well be attributed to a normal day to day fluctuation. Many observers (KIRBY, GILLILAND and JUDSON, 1935; SCHAFER and GOODALL, 1936) have been forced to admit that what appeared to have been an eclipse effect might just as well have been an every day fluctuation. It has been mentioned that increased magnetic activity affects the ionosphere, particularly the F_2 layer. KIRBY et al (1936), MAISLITH (1937) and other workers were thus unable to decide whether the observed effects in the F_2 layer were due to the eclipse or to the increased magnetic activity which accompanied the eclipse of 19 June, 1935.
The eclipse of 25 December 1954 was therefore advantageous from two points of view. Firstly the eclipse occurred during the early morning from approximately 0645 to 0930 SAST, during the period in which the $F_2$ layer is most regular. In fact the "corpuscular eclipse" which occurs some two hours before the "optical eclipse", lies in that part of the $F_2$ layer curve (Fig. 35.) where the probability belt is its narrowest. The eclipse therefore, was ideal to test the two hypotheses concerning the origin of the $F_2$ layer. Secondly, as has already been mentioned in Part I, magnetic activity was very low, and in fact the magnetic character figure for the eclipse day was zero. It is unlikely therefore that magnetic activity would have any effect on the $F_2$ layer.

The effect of the eclipse.

In Figs. 40 to 43, the maximum electron densities as observed during the eclipse have been plotted together with the mean values for the diurnal variation and the probability belts for all the four layers. In the $E_1$ layer (Fig. 40), there is a marked decrease in electron density coinciding with the optical eclipse, the minimum value of $0.52 \times 10^5$ electrons per cm$^3$ at 0300 hours being only 50% of that observed on control days and lying well outside the probability belt. Clearly there is a considerable effect on the $E_1$ layer, coinciding with the time of the optical eclipse.
FIG: 40  MAXIMUM ELECTRON DENSITY E₁ LAYER.

FIG: 41  MAXIMUM ELECTRON DENSITY E₂ LAYER.
For the $E_2$ layer (Fig. 41), there appears to be some evidence for an eclipse effect. However, due to the difficulty of distinguishing between $E_2$ and Sporadic E, the points which have been plotted probably include some values of Esp. However, if one follows the lowest points on the curve, there is a clear eclipse effect, the minimum value of $0.93 \times 10^5$ electrons per cm$^3$ at 0830 being about 66% of that observed on control days, and lying well outside the probability belt and coinciding with the optical eclipse.

The advent of Sporadic E during the eclipse almost completely masked the $F_1$ layer during the period 0725 to 0820 SAST (Fig. 42); the critical frequency was not observed during this period. However, from the retardation produced by the $F_1$ layer on the $F_2$ reflections during this period it was possible to extrapolate the $F_2$ curve back and estimate that the minimum value of the electron density at the $F_1$ maximum reached a value of $0.94 \times 10^5$ electrons per cm$^3$ sometime during the annular phase. The $F_1$ layer curves for the eclipse day have been extrapolated down to this value during the maximum phase of the eclipse. Once again the curves show that there was a considerable effect on the $F_1$, the electron density falling to an estimated 45% of that observed at the same time on control days. The fall in the electron density once again coinciding with the optical eclipse.

Fig. 43 shows the eclipse curves for the maximum electron density in the $F_2$ layer. It will be seen that the
FIG. 42  MAXIMUM ELECTRON DENSITY $F_1$ LAYER.

FIG. 43  MAXIMUM ELECTRON DENSITY $F_2$ LAYER.
curve for the eclipse day just begins to fall outside the probability belt during the annular phase and remains outside this belt until about 0945. The result may be interpreted as an eclipse effect, since the curves deviate from the 50% probability belt. In fact the maximum deviation from the mean control values occurs almost one and a half hours after the annular phase and the probability of this deviation from the control curve occurring on any day is 32%. The variation of the height of the maximum electron densities during the eclipse is shown in Fig. 44, on the same figure are included the mean control readings and their probable deviations for all the four layers. There is no significant effect on the E₁, E₂ and F₂ layers. However, it seems likely that there is some evidence for a drop in the height of the F₁ layer maximum during the eclipse. The eclipse values start to deviate from the probability belt before the advent of Sporadic E during the middle of the eclipse, and is still just outside on the reappearance of the F₁ critical frequency after the maximum phase.

The corpuscular eclipse.

Chapman (1932) has considered the effect of the occultation of a stream of corpuscles by the moon during a solar eclipse following the suggestion of Appleton already mentioned. The earth and moon travel round the sun in a slightly elliptical orbit with a speed of 29.80 km per sec. The moon on the other hand, travels in a slightly more
FIG:44  HEIGHTS OF MAXIMUM ELECTRON DENSITY ($h_M$)
elliptical orbit around the earth at a mean speed of 1.02 km per sec. The result is that even when the moon is on the sunward side of the earth, and relative to the earth is moving backwards, (opposite to the earth-moon system's orbital motion) the moon's motion is still forward. Now if the moon is moving backwards towards a position at new moon when it will cause a solar eclipse, as shown in Fig. 45, the moon will have a mean forward speed of 28.78 km/sec.

---

![Diagram](image)

**Fig. 45**: The sun-earth-moon system at the time of an eclipse.

Since relative to the sun, the moon is moving in the forward direction, it will cast a shadow on the earth devoid of corpuscles sloping backwards due to the time the corpuscles take to travel from the earth to the moon. The shadow for ultra-violet and visible light will lie practically in a
straight line from the sun to the moon to the earth, since the speed of light is so great. The "corpuscular shadow" will thus lag behind the "optical shadow". However, the earth is moving forward relative to the sun faster than the moon. The result is that for an observer on the earth the "corpuscular shadow" will reach him before the "optical shadow". This effect is shown in Fig. 46, where the point P represents an observer on the earth, and as can be seen clearly, the corpuscular eclipse will occur before the optical eclipse.

Fig. 46: Path of Corpuscular and Optical eclipse shadow.

For a particle speed of 1,000 miles per sec or 1600 km per sec, the corpuscular shadow will lag by 28.78/1600 radians or 1.03° behind the optical shadow.
The distance between the shadows on the earth's surface (distance 394,400 km from the moon) would thus be

\[ \frac{23.78 \times 394,400}{1600} = 6920 \text{ km}. \]

As the earth is moving forward at 1.02 km per sec relative to the moon and hence its shadows, this corresponds to a time lag of \[ \frac{6920}{1.02 \times 60} = 113 \text{ minutes}. \]

Thus the corpuscular eclipse will occur about one hour and fifty three minutes before the optical eclipse.

Clearly, the "corpuscular eclipse" whatever the speed of the corpuscles, occurs before the optical eclipse. Examination of Figs. 40 to 43 shows that in no case was there any significant drop in electron density before the optical eclipse. This confirms the previous results of many eclipses for the E and F₁ layers, that quite conclusively the major part of the ionising radiation must be ultra-violet. The conclusion is the same for the F₂ layer. The fact that the significant deviation from the control curve occurs after the annular phase shows that corpuscular radiation cannot play a significant part in the formation of the F₂ layer. If the time lag between the corpuscular and eclipse shadows was only say 45 minutes, corresponding to a corpuscular speed of about 3,500 km per sec, it would probably be impossible to say if part of the ionisation was due to corpuscular radiation since the deviation would closely precede that due to the ultra-violet. This eclipse was particularly well situated for the observation of a corpuscular eclipse on the F₂ layer as it was due to occur during the most regular period of the layer
just after sunrise. No significant effect was observed, and it seems likely that if there is any corpuscular eclipse it must be very weak and is never likely to be observed, as it would be difficult to obtain better circumstances for its observation than during this eclipse.

Uniformly radiating solar disc.

The diurnal variation of the electron density $n$ at any fixed height in the ionosphere may generally be expressed in terms of the simple ionospheric continuity equation

$$\frac{dn}{dt} = q - \alpha n^2$$  \hspace{1cm} (22)

where $q$ is the rate of electron production per cm$^3$ per sec, and $\alpha$ is the recombination coefficient.

It is assumed that the electron loss process is a recombination type of process proportional to the square of the electron density. It is usually assumed that the height of the maximum electron density does not vary from its normal value during an eclipse, and that the peak of electron production occurs very near to the maximum in the layer. In this case it can be seen from Fig. 44, that except perhaps for the case of the $F_1$ layer maximum, the assumption that the height of the layer does not differ from control days is reasonably justified. The diurnal variation of the maximum electron density is then expressed as in equation (22)

$$\frac{dn}{dt} = q - \alpha n^2$$  \hspace{1cm} (23)
During the eclipse the source of ionising radiation is removed and thus the rate of electron production is decreased. If it is assumed that the sun is a uniformly radiating disc, then the rate of electron production will be proportional to the area of the sun still left uncovered by the moon at any stage. For the eclipse therefore \( q \) must be replaced by \( f_q \) in equation (23) where \( f \) is the unobserved fraction of the sun’s disc. During the eclipse equation (23) reduces to:

\[
\frac{dN}{dt} = f_q - \alpha N^2
\]

Values of \( f \) have already been calculated in Part I of this thesis. Numerical solution of equation (24) should thus provide an estimate of the value of \( \alpha \). The numerical solution of the equation is performed by a process of trial and error. A reasonable value of \( \alpha \) is chosen and from the diurnal variation established from control data, and using equation (23), values of \( q \) can be calculated for various times of day. Using these values of \( q \) in equation (24), a theoretical curve for \( N \) can be calculated for the eclipse by following the gradient \( \frac{dN}{dt} \) from stage to stage throughout the eclipse. The value of \( \alpha \) which gives the best fit to the experimental points is then regarded as the correct value.

For the \( E_1 \) layer, three values of \( \alpha \) have been chosen, \( 5 \times 10^{-9}, 8 \times 10^{-9}, \) and \( 2 \times 10^{-9} \text{ cm}^3\text{sec}^{-1} \), and the resulting theoretical curves are shown in Fig. 47. The general shape of the curves agrees fairly well with the
Fig 47. E1 layer; theoretical curves for a uniform sun.

Fig 48. Theoretical curves E2 layer.
experimental curves, but no perfect fit can be obtained. In all cases the minima occur too late, and if a value of $\alpha$ were chosen to make the minima occur at the same time, the theoretical curve would fall well below the experimental at that stage.

There are two possible criteria on this simple analysis for determining the value of $\alpha$. If the minimum is taken as the criterion, then $\alpha = 0.7 \times 10^{-3} \text{ cm}^3 \text{ sec}^{-1}$. However, if the time at which the minimum occurs is the criterion, then $\alpha \geq 2 \times 10^{-3} \text{ cm}^3 \text{ sec}^{-1}$.

The feature of the curves is the fact that it is not possible to reconcile the minimum value of $N$, $N_m$, during the eclipse and the time lag $\delta t$ between the maximum phase and the occurrence of $N_m$ with the same value of $\alpha$. In fact this $N_m - \delta t$ anomaly is a feature of almost all eclipses. In addition there invariably seems to be a rapid drop in $N$ after first contact. This has been noticed on several occasions by HARANG (1945), PIERCE (1949) MINNIS (1955) and many others.

Fig. 48 shows the $E_2$ layer curves, and taking the minimum value as the criterion then $\alpha = 10^{-9} \text{ cm}^3 \text{ sec}^{-1}$.

The $F_1$ layer (Fig. 49) shows features very similar to the $E_1$ layer, the minima occur too late and if the time of the minima are to agree, the theoretical curve lies well below the experimental. Once again if the minimum $N_m$ is taken as the criterion, $\alpha_{F_1} = 5 \times 10^{-9} \text{ cm}^3 \text{ sec}^{-1}$, and if the time of occurrence of $N_m$ is used, $\alpha_{F_1} \geq 1 \times 10^{-9} \text{ cm}^3 \text{ sec}^{-1}$. A feature similar to the $E_1$ layer curve is the rapid drop in $N$ at the
Fig. 49. Experimental and theoretical curves for the $F_1$-layer.

Fig. 50. Experimental and theoretical curves for the $F_2$-layer.
beginning of the eclipse.

Fig. 50 shows three theoretical curves for the $F_2$ layer. The feature of the theoretical curves in this case is that the minima all occur too early, and it does not seem possible on this simple theory to plot a theoretical curve such that its time of minimum will agree with the time of the observed $N_m$. However, the minima agree for $\alpha = 5 \times 10^{-11} \text{cm}^3\text{sec}^{-1}$. Because of the obvious difficulty in making a detailed analysis on the $E_2$ layer, no further analyses are intended on the results from this layer.

To summarise the results obtained, taking the minimum value $N_m$ as the criterion for determining $\alpha$, the values obtained are shown in Table 10.

<table>
<thead>
<tr>
<th>LAYER</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$F_1$</th>
<th>$F_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha (\text{cm}^3\text{sec}^{-1})$</td>
<td>$7 \times 10^{-9}$</td>
<td>$10^{-9}$</td>
<td>$5 \times 10^{-9}$</td>
<td>$5 \times 10^{-11}$</td>
</tr>
</tbody>
</table>

Table 10: Values of $\alpha$ for uniformly radiation disc.

Discussion.

Previous workers have usually used the criterion that the minimum value of $N$ during the eclipse approximately determines $\alpha$. Table 11 shows values obtained by some previous workers using this criterion. Also included are other estimates of $\alpha$ by independent means.
<table>
<thead>
<tr>
<th>Eclipse and Reference</th>
<th>$\alpha_E (\text{cm}^3\text{sec}^{-1})$</th>
<th>$\alpha_{F_1} (\text{cm}^3\text{sec}^{-1})$</th>
<th>$\alpha_{F_2} (\text{cm}^3\text{sec}^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct 1, 1940 Higgs (1942)</td>
<td>$1.05 \times 10^{-8}$</td>
<td>$8.5 \times 10^{-9}$</td>
<td>$4 \times 10^{-11}$</td>
</tr>
<tr>
<td>Oct 1, 1940 Gilliland (1942)</td>
<td>$72 \times 10^{-8}$</td>
<td>$10^{-8}$</td>
<td>$10^{-10}$</td>
</tr>
<tr>
<td>Oct 1, 1940 Pierce (1948)</td>
<td>$1.2 \times 10^{-8}$</td>
<td>$6 \times 10^{-9}$</td>
<td>$6 \times 10^{-11}$</td>
</tr>
<tr>
<td>Feb 4, 1943 Wells &amp; Shapley (1946)</td>
<td>-</td>
<td>-</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>Aug 1, 1943 &quot;</td>
<td>-</td>
<td>-</td>
<td>$5 \text{ to } 10 \times 10^{-10}$</td>
</tr>
<tr>
<td>Jan 25, 1944 &quot;</td>
<td>-</td>
<td>-</td>
<td>$2 \text{ to } 5 \times 10^{-10}$</td>
</tr>
<tr>
<td>Jan 14, 1945 Gleihill &amp; Szendrei (1947)</td>
<td>-</td>
<td>-</td>
<td>$2.3 \times 10^{-10}$</td>
</tr>
<tr>
<td>July 9, 1945 McLeish (1948)</td>
<td>$1.6 \times 10^{-8}$</td>
<td>$1.4 \times 10^{-8}$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>July 9, 1945 Rydbeck (1946)</td>
<td>$7 \times 10^{-8}$</td>
<td>$3 \times 10^{-9}$</td>
<td>$3 \times 10^{-9}$</td>
</tr>
<tr>
<td>May 20, 1947 Benisse et al (1947)</td>
<td>$5 \times 10^{-8}$</td>
<td>$2 \times 10^{-9}$</td>
<td>$10^{-10}$</td>
</tr>
<tr>
<td>May 20, 1947 Savitt (1950)</td>
<td>-</td>
<td>-</td>
<td>$2.5 \times 10^{-10}$</td>
</tr>
<tr>
<td>May 9, 1948 Nakata (1950)</td>
<td>-</td>
<td>$4 \times 10^{-9}$</td>
<td>-</td>
</tr>
<tr>
<td>Sep 1, 1951 Wells (1952)</td>
<td>-</td>
<td>-</td>
<td>$3 \times 10^{-10}$</td>
</tr>
<tr>
<td>Feb 25, 1952 Minnis (1955)</td>
<td>$8 \times 10^{-9}$</td>
<td>$8 \times 10^{-9}$</td>
<td>-</td>
</tr>
<tr>
<td>June 30, 1954 Stoffregen (1956)</td>
<td>$5.1 \times 10^{-8}$</td>
<td>$1.7 \times 10^{-8}$</td>
<td>$3 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

Other methods.

Lunar Tides, Martyn (1955) | - | - | $6 \times 10^{-11}$ |

Night Values (Grahamstown) | - | - | $1.6 \times 10^{-10}$ |

Rockets, Havens et al (1955) | $1.5 \times 10^{-8}$ | $2.0 \times 10^{-9}$ | $1.6 \times 10^{-11}$ |

(100 km) (200 km) (300 km) |

Table 11: Values of $\alpha$ obtained by eclipse and other methods.
A glance at Table 11 shows that the values of $\alpha$ found by this method vary over a wide range whatever the layer. In the E layer, the values vary from $5 \times 10^{-9}$ to $5 \times 10^{-8}$ cm$^3$ sec$^{-1}$, by a factor of ten. The median of the values being about $1 \times 10^{-8}$ cm$^3$ sec$^{-1}$. In the F$_1$ layer the variation is from $2 \times 10^{-9}$ to $1.7 \times 10^{-8}$ cm$^3$ sec$^{-1}$, again by a factor of ten. The F$_2$ variation is considerable and varies from $1.6 \times 10^{-11}$ to $10^{-9}$, a factor of a hundred. The median values in the last two cases being about $7 \times 10^{-9}$ and $3 \times 10^{-10}$ cm$^3$ sec$^{-1}$ respectively. $\alpha_{F_2}$ can also be estimated from the night-time decay of N. At night $q = 0$, and equation (23) reduces to:

$$\alpha = \frac{-1.4N}{M^2} \frac{dN}{dt} \quad (25)$$

Using the values of N from midnight until 0400, this method gave $\alpha = 1.6 \times 10^{-10}$ cm$^3$ sec$^{-1}$ as indicated in Table 11.

Clearly, to determine the value of $\alpha$ by this method can only give at best the order of magnitude. There are obviously factors which have to be taken into account. A glance at the values shows that in every case the value of $\alpha$ decreases from its value in the E region to its value in the F region. As the one goes higher into the ionosphere therefore, the value of $\alpha$ decreases. Most certainly in the F$_2$ layer, the value of $\alpha$ must depend on the height at which the layer maximum occurs. A glance at Fig. 36 shows that the height of the F$_2$ layer depends considerably on the time of
day. To take into account the seasonal variation and the time of day, it is best to compare with the solar zenith distance $\chi$, which can be simply determined for any place from the equation:

$$\cos \chi = \sin \delta \cos \phi + \cos \delta \sin \phi \cos \phi$$

where $\phi$ = colatitude

$\delta$ = sun's declination

$\phi = \frac{2\pi t}{86,400}$ radians where

$t$ = difference in seconds between local mean time and noon.

Table 13 therefore, shows the values of $\chi$ for the three layers compared with the corresponding values of $\chi$ at mid-eclipse at each place. The table also indicates whether the eclipse occurred during morning or afternoon.

<table>
<thead>
<tr>
<th>Time</th>
<th>$\chi$</th>
<th>Time</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0600</td>
<td>80 03'</td>
<td>1300</td>
<td>14 10'</td>
</tr>
<tr>
<td>0700</td>
<td>68 16'</td>
<td>1400</td>
<td>25 16'</td>
</tr>
<tr>
<td>0800</td>
<td>55 57'</td>
<td>1500</td>
<td>37 36'</td>
</tr>
<tr>
<td>0900</td>
<td>43 28'</td>
<td>1600</td>
<td>50 05'</td>
</tr>
<tr>
<td>1000</td>
<td>39 56'</td>
<td>1700</td>
<td>62 31'</td>
</tr>
<tr>
<td>1100</td>
<td>19 01'</td>
<td>1800</td>
<td>74 38'</td>
</tr>
<tr>
<td>1200</td>
<td>10 25'</td>
<td>1900</td>
<td>86 16'</td>
</tr>
</tbody>
</table>

Table 12: Values of $\chi$ for 25, December, 1954
<table>
<thead>
<tr>
<th>( \chi ) (a.m.)</th>
<th>( \chi ) (p.m.)</th>
<th>( \lambda_E ) (cm(^3) sec(^{-1}))</th>
<th>( \lambda_{F_1} ) (cm(^3) sec(^{-1}))</th>
<th>( \lambda_{F_2} ) (cm(^3) sec(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>27°37'</td>
<td>26°33'</td>
<td>-</td>
<td>-</td>
<td>2.9 \times 10^{-10}</td>
</tr>
<tr>
<td>36°32'</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.0 \times 10^{-10}</td>
</tr>
<tr>
<td>74°10'</td>
<td>63°31'</td>
<td>1.6 \times 10^{-8}</td>
<td>1.4 \times 10^{-8}</td>
<td>1.0 \times 10^{-9}</td>
</tr>
<tr>
<td>60°20'</td>
<td>60°13'</td>
<td>1.2 \times 10^{-9}</td>
<td>6 \times 10^{-9}</td>
<td>6 \times 10^{-11}</td>
</tr>
<tr>
<td>58°6'</td>
<td>50°13'</td>
<td>1.05 \times 10^{-8}</td>
<td>3.5 \times 10^{-9}</td>
<td>2.5 \times 10^{-10}</td>
</tr>
<tr>
<td>54°55'</td>
<td>48°55'</td>
<td>5 \times 10^{-9}</td>
<td>2 \times 10^{-9}</td>
<td>4 \times 10^{-11}</td>
</tr>
<tr>
<td>41°44'</td>
<td>-</td>
<td>7 \times 10^{-9}</td>
<td>5 \times 10^{-9}</td>
<td>5 \times 10^{-11}</td>
</tr>
<tr>
<td>40°59'</td>
<td>-</td>
<td>-</td>
<td>5-10 \times 10^{-10}</td>
<td>2-5 \times 10^{-10}</td>
</tr>
<tr>
<td>26°42'</td>
<td>8 \times 10^{-9}</td>
<td>3 \times 10^{-9}</td>
<td>10^{-10}</td>
<td>2 \times 10^{-10}</td>
</tr>
</tbody>
</table>

Table 13: Values of \( \lambda \) compared with solar zenith distance \( \chi \).

This does not seem to indicate any general trend, although there is some indication that the values of \( \lambda \) are higher for the larger values of \( \chi \). One would expect that since in the early morning post-sunrise period, the \( F_2 \) is much lower in height, the value of \( \lambda_{F_2} \) would consequently be higher.

It is obvious that no picture of the \( F \) region can be obtained without studying the variation of electron density at fixed heights.
There are many factors which might complicate the analysis on simple theory. Firstly, the sun may not be a uniformly radiating disc and hence \( f \) will not represent the unobscured fraction of the solar radiation. Secondly, the recombination coefficient may be a complex function and vary during an eclipse. Thirdly, there may be temperature variations which will affect the value of \( q \) during the eclipse. The purpose of the next sections will be to consider all these points in detail in order to account for the departures from the simple uniform disc theory. In the next section each region will be considered separately.

(b) \( E \) Regions.

The evaluation of \( q \).

The basic relation for the variation of the electron density at any point in the atmosphere is that given in equation (22). Chapman (1931) has considered the effect of monochromatic ionising radiation falling on an isothermal atmosphere and being absorbed according to a mass-absorption law by one atmospheric constituent. Chapman obtained the well-known relationship for \( q \), the rate of the electron production at height \( h \),

\[
q = q_0 \exp \left( 1 - z - e^{-z} \sec \chi \right)
\]

(27)

where \( q_0 \) = maximum rate of electron production, occurring at height \( h_0 \), when \( \chi = 0 \), and where \( z = \frac{h - h_0}{H} \)

(28)

\( H \) being the "scale height" of the atmospheric constituent which is being ionised.
\[ H = \frac{kT}{mg} \]  
\[ \text{where } k = \text{Boltzmann's constant} \]
\[ T = \text{absolute temperature} \]
\[ m = \text{mass of the atmospheric constituent} \]
\[ g = \text{acceleration due to gravity.} \]

The maximum value of \( q \), \( q_m \) is then given by
\[ q_m = q_0 \cos \chi \]  
and occurs at a height given by
\[ z(q_m) = \log_e \sec \chi \]

If equation (23) is to be used for the variation of the maximum electron density \( N \), then the assumption made is that the difference in height between \( z(q_m) \) and \( z(N) \) is small. One wonders in many cases whether this assumption is justified. Due to the finite value of \( \alpha \), the height at which \( q_m \) and \( N \) occurs differ. This has for example been called the "sluggishness" of the ionosphere by APPLETON (1953). If these heights differ, suppose their difference (in terms of \( z \)) is \( a \). Then for example
\[ z(N) = \log_e \sec \chi - a \]

Thus from equation (27)
\[ q\left[z(N)\right] = q_0 \exp(1 - \log_e \sec \chi + a - a^2) \]
\[ = q_0 \cos \chi \exp(-a^2 - \ldots) \]
\[ = q_0 \cos \chi (1 - \frac{1}{3}a^2) \]  
providing \( a \) is less than unity.

Thus equation (23) must more correctly be written
\[ \frac{dH}{dt} = q_0 \cos \chi (1 - \frac{1}{3}a^2) - \alpha N^2 \]  
\[ \text{(34)} \]
For equation (23) to be a valid approximation then \( \frac{a^2}{2} \ll 1 \). A has been termed the "height-lag" between the maximum rate of electron production and the maximum value of \( n \). APPLETON and LYON (1955) have shown that a good approximation to \( a \) is given by

\[
a = \tan \chi \frac{\ddot{x}}{2\alpha N}
\]

In terms of actual height \( h \)

\[
h(N) - h(q_m) = a \cdot H
\]

\[
= \tan \chi \frac{\ddot{x} \cdot H}{2\alpha N}
\]

Taking control day values at 0800, the time of mid-eclipse, \( N = 1.04 \times 10^5 \) electrons per cm\(^2\), \( \chi = 54^\circ 55' \), \( \frac{d\chi}{dt} = 0.072 \), and assuming \( \alpha = 10^{-3} \) cm\(^3\) sec\(^{-1}\), and \( H = 10 \) km (E. G. HERSH 1951) the value of \( a(h) = 0.43 \) km, and \( a(z) = 0.043 \). The error introduced into \( q \) from equation (32) would thus be \( \frac{a^2}{2} = 0.001 \), or one part in a thousand. Considering that \( N \) at can only/best be determined to one part in a hundred, this is quite negligible. When considering the \( E \) region therefore, it is not necessary to determine \( n \) at various heights and quite legitimate to consider that \( N \) occurs at the same height as \( q_m \).

Temperature variation.

From equation (30), equation (23) may be written

\[
\frac{dN}{dt} = q_0 \cos \chi - \alpha N^2
\]
Since $\frac{dn}{dt}$ is small compared with $\alpha n^2$ and $q_o \cos \chi$, being the difference between two much larger and nearly equal quantities, from equation (37),

$$n \propto \cos ^{\frac{3}{4}} \chi$$  \hspace{1cm} (38)

A graph of log $n$ versus log $\cos \chi$ should therefore give a straight line of slope $\frac{3}{4}$.

Fig. 51 shows such a plot, the resulting slope of which is 0.59 instead of 0.5 for a "Chapman" layer.

This departure from Chapman's theory might possibly be due to a change of temperature. Such a change would affect the value of $q$ and of $\alpha$.

In equations (27) and (30) $q_o$ is given more explicitly by the relation

$$q_o = \frac{\beta I_o}{\text{Hexpt}}$$  \hspace{1cm} (39)

where $\beta$ = number of electrons produced by absorption of unit quantity of radiation.

$I_o$ = intensity of the radiation before it enters the atmosphere.

Thus $q_o$ is inversely proportional to the scale height, and from equation (29) is thus inversely proportional to the temperature. Supposing that $\alpha$ is proportional to the $r$th power of the temperature, equation (37) may be written

$$\frac{dn}{dt} = q_o T_o \cos \chi - \alpha \left(\frac{T}{T_o}\right)^r n^2$$  \hspace{1cm} (40)
which means that since \( \frac{dN}{dt} \) is small:

\[
N^2 \propto \left( \frac{T_0}{T} \right)^{1 + r \cos \chi}
\]

(41)

It is observed however that

\[
N \propto \cos^n \chi
\]

(42)

where \( n = \frac{1}{2} \) for a Chapman layer but is here found to be 0.59.

Combining equations (41) and (42) then

\[
T = T_0 \left( \cos \chi \right)^{1 + r}
\]

(43)

\[-0.18\]

= \( T_0 \left( \cos \chi \right)^{1 + r} \)

(44)

where \( T_0 \) represents the temperature when the sun is overhead.

To satisfy the common-sense condition that the temperature rises during the middle part of the day, then the index of \( \cos \chi \) in equation (44) must be positive, and consequently \( r < -1 \).

The variation of \( \chi \) with temperature has been considered by many authors and values of \( r \) of 0.5, -1, and -3 have been suggested by GERSON (1951), BARAL and MITRA (1950) and SHATON (1948) respectively. The only possible value of \( r \) to give a rise in temperature towards midday is thus \( r = -3 \), which is in fact the relationship of J.J. THOMPSON (1928) between the recombination coefficient and the absolute temperature at low pressures. Thus equation (44) becomes:

\[
T = T_0 (\cos \chi)^{0.09}
\]

(45)
If \( T_0 = 300^\circ K \), a reasonable value for the temperature in the E layer at noon (Gerson, 1951), then the temperature at 0630 and 1800 is 264\(^\circ\)K, a reasonable rise of 35\(^\circ\)K during the day-time period. Table 14 shows the temperature at various times during the day using equation (45).

<table>
<thead>
<tr>
<th>Time (SAST)</th>
<th>( \cos \chi )</th>
<th>( T = T_0 (\cos \chi)^{0.09} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0630</td>
<td>0.273</td>
<td>264(^\circ)K</td>
</tr>
<tr>
<td>0700</td>
<td>0.370</td>
<td>272</td>
</tr>
<tr>
<td>0730</td>
<td>0.468</td>
<td>278</td>
</tr>
<tr>
<td>0800</td>
<td>0.560</td>
<td>283</td>
</tr>
<tr>
<td>0830</td>
<td>0.647</td>
<td>288</td>
</tr>
<tr>
<td>0900</td>
<td>0.726</td>
<td>291</td>
</tr>
<tr>
<td>1000</td>
<td>0.858</td>
<td>295</td>
</tr>
<tr>
<td>1100</td>
<td>0.945</td>
<td>299</td>
</tr>
<tr>
<td>1200</td>
<td>0.983</td>
<td>299</td>
</tr>
<tr>
<td>1300</td>
<td>0.970</td>
<td>299</td>
</tr>
<tr>
<td>1400</td>
<td>0.904</td>
<td>297</td>
</tr>
<tr>
<td>1500</td>
<td>0.792</td>
<td>293</td>
</tr>
<tr>
<td>1600</td>
<td>0.642</td>
<td>287</td>
</tr>
<tr>
<td>1700</td>
<td>0.461</td>
<td>277</td>
</tr>
<tr>
<td>1800</td>
<td>0.265</td>
<td>264</td>
</tr>
</tbody>
</table>

Table 14: Diurnal variation in temperature in E region

\( (T_0 = 300^\circ K) \)
From equation (40) if \( \frac{dN}{dt} = 0 \) and \( r = -3 \), then

\[
\left( \frac{T}{T_0} \right)^2 = \frac{\alpha N^2}{q_o \cos \chi}
\]

(46)

During the eclipse \( q_o \) must be replaced by \( f q_o \) and

\[
\left( \frac{T}{T_0} \right)^2 = \frac{\alpha N^2}{f q_o \cos \chi}
\]

(47)

This equation also applies to the minimum value of \( N \) during the eclipse when \( \frac{dN}{dt} = 0 \).

Now \( N_m = 0.52 \times 10^5 \) electrons per cm\(^3\)

\( f = 0.142 \)

and \( \cos \chi = 0.56 \)

\( \frac{q_o}{\alpha} \) may be calculated from the control value of \( N \) at noon when \( T = T_0 \) and \( \cos \chi \approx 1 \), and \( N^2 = \frac{q_o}{\alpha} = 211 \times 10^8 \) cm\(^{-6}\) (48)

Thus from equation (46)

\[
\left( \frac{T}{T_0} \right)^2 = \frac{0.27 \times 10^{10}}{0.142 \times 0.56 \times 2.11 \times 10^{10}}
\]

and \( \frac{T}{T_0} = 1.27 \), \( T = 381^0K \)

which indicates a rise of about \( 100^0K \) during the eclipse.

Changing the value of \( r \) does not affect this basic conclusion, since providing the condition \( r < -1 \) is fulfilled, \( \frac{T}{T_0} > 1 \).

This surprising conclusion results from neglect of an important factor in the theory. It is well known that a temperature gradient exists in the E region, in fact the temperature probably rises quite rapidly from 100 km to 200 km height (THE ROCKET PANEL, 1952; G Enison, 1951). The
fact that such a temperature gradient exists will also affect
the value of $q$, whether or not this gradient varies through-
out the day or during the eclipse.

Suppose therefore, that the temperature gradient
expressed in terms of the scale height $H$ is

$$H = H_0 + \gamma h$$  \hspace{1cm} (49)

where $h$ is the height, and $H = H_0$ when $h = 0$.

then $\gamma = \frac{dH}{dh}$  \hspace{1cm} (50)

where $\gamma$ is the "scale height gradient".

It is easily shown (``ICOLIF, 1951') that equation (30) must
be modified to

$$q_m = q_o (\cos \chi)^l + \gamma$$  \hspace{1cm} (51)

Equation (40) thus becomes:

$$\frac{dN}{dt} = \frac{q_o T_o (\cos \chi)^l + \gamma - \alpha (T/T_o)^T J}{N^2}$$  \hspace{1cm} (52)

so that if $\frac{dN}{dt} = 0$,

$$T = T_o \left( \frac{1 + \gamma - 2n}{\gamma} \right)$$  \hspace{1cm} (53)

Thus, providing $1 + \gamma \geq 2n$, positive values of $\gamma$ are
acceptable in order to give a rise in temperature towards
noon.

Values of $\gamma$ have to be estimated from rocket
measurements (THE ROCKET PANEL, 1952). Taking the
published figures for the range 110 to 120 km which might
apply to the E layer, the temperature rises by 60$^\circ$K from
270$^\circ$K to 330$^\circ$K, giving a temperature gradient of 6$^\circ$K per
km for a mean molecular mass of 29 atomic mass units.

The scale height gradient can be calculated taking Boltzmann's constant to be $1.38 \times 10^{-16}$ erg.deg.$^{-1}$, and $g$ to be 950 cm.sec.$^{-2}$ for 100 km height. This gives $\gamma = 0.18$, and gives the result from equation (53) that $T = T_o$ and the temperature is constant during the day and independent of the value of $r$. The result is probably a coincidence, but $\gamma$ is unlikely to differ very greatly from this value and thus it can reasonably be concluded that $T$ is constant throughout the day.

However, during the eclipse taking $\frac{dT}{dt} = 0$, and replacing $q_o$ by $f q_o$,

$$\left(\frac{T_o}{T}\right)^{1 + r} = \frac{\alpha^2}{f q_o \cos \gamma} \cos \gamma$$

Thus using the values for mid-eclipse as before and taking $\gamma = 0.18$,

$$\left(\frac{T_o}{T}\right)^{1 + r} = 1.79$$

If it is supposed that $r = 1$ say,

$$\frac{T_o}{T} = 1.34$$

or $$\frac{T}{T_o} = 0.75$$

So that if $T_o = 300^\circ K$ for example, the temperature will have dropped by $75^\circ$ to $225^\circ$, assuming of course that $\gamma$
has remained constant during the eclipse. Other values of \( r \geq -1 \) will also indicate a drop in temperature. Fig. 52 shows the variation of \( T / T_o \) during the eclipse where \( T_o \) will represent the approximately constant diurnal value.

The interesting feature of the deduced temperature change is the sudden rise in temperature from about 0745, which coincides with the rapid drop in \( N \) at this stage. It is interesting to note that this sudden drop in \( N \) coincides with the covering of a solitary sunspot visible on the eclipse day. This sunspot was uncovered about 0915 corresponding to the rapid rise in \( N \) at that time. The non-uniform distribution of solar radiation will not be considered in detail now, but if it is supposed that say 10% of the radiation is emitted from the spot, the resulting curve for \( T / T_o \) which is also shown in Fig. 52, has a less pronounced rise in temperature at this stage and the value of \( T / T_o \) now drops to 0.71 during the middle of the eclipse.

It must be pointed out that the resulting curves only give a qualitative picture of the possible temperature change since the theory assumes that \( \frac{dN}{dt} = 0 \) or that

\[
\frac{dN}{dt} \left( \cos \chi \right)^1 + \left( \frac{T}{T_o} \right)^2 \left( \frac{N}{N_o} \right) \frac{dN}{dt}.
\]

One cannot really proceed further in the analysis without an idea of the value of \( \alpha \). However the condition \( \frac{dN}{dt} = 0 \) is satisfied during the annular phase and one at least can
FIG: 51  \( \log N \) vs \( \log \cos X \).

FIG: 52  Eclipse variation of temperature.
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conclude that the $W_m - \delta t$ anomaly can be at least partly explained by a drop in temperature to $\frac{T}{3}$ of its normal value during the eclipse.

BATES (1951) in considering the thermal balance in the upper atmosphere has concluded that the thermal relaxation time in the F region to be of the order of a few days, so that temperature variations were thus unlikely to occur at that height. LOWAN (1955) has considered the cooling of the atmosphere above 100 km after sunset. Using the temperature values of the Rocket Panel, he concluded that there was no change in temperature below 160 km two hours after sunset. This would seem to indicate that it was unlikely that any temperature change in the E layer would occur during an eclipse.

BURLAND (1956) has analysed the results of MINNIS (1955) from Khartoum during the eclipse of 25 February, 1952 on the basis of a temperature change. In a more complicated analysis, he assumed that $\lambda$ was a function of temperature and pressure. He assumed that $\lambda$ was directly proportional to the temperature and that the temperature gradient was constant during the eclipse. Although his analysis is different in some ways to that presented here, the conclusions are roughly the same and he found that $\frac{T}{T_0}$ decreased to about 0.6 during the middle of the eclipse.
It seems likely that although little variation of temperature may be expected in the E layer during the daytime period, an eclipse may produce a drop in temperature to about 0.75 of the normal daily value, and provide a possible explanation of the $N_m - \delta t$ anomaly. The analysis however, makes some simplifying assumptions and it is not possible to determine a value of $\chi$.

The distribution of solar ionising radiation.

Most analyses up to 1940 of the effect of solar eclipses on the E layer have been made on the assumption that the sun is a uniformly radiating disc, and attempts were made to deduce the recombination coefficient on this basis. However, the $N_m - \delta t$ anomaly makes this method inconclusive, especially when on several occasions $\delta t$ was observed to be zero or even negative. In addition, it was not unusual to observe abrupt changes in the rate of rise or fall of the electron density. These abrupt changes appeared to be associated with the covering or uncovering of sunspots, and implied that the distribution of the ionising radiation was not uniform over the sun's disc. In fact, it is well-known that chromospheric eruptions are associated with radio fade-outs and it is to be expected consequently that local "hot spots" might be temporary areas of increased emission of ionising radiation.

The first attempt to deduce the distribution of sources of ionising radiation from eclipse measurements
was that of HIGGS (1942), who found that the data obtained during the eclipse of October 1, 1940 could not be explained in terms of a uniformly radiating disc.

Irregularities in the eclipse curves for the E and F layers were found to be associated with four isolated areas of calcium flocculi which were visible at that time. By a method of least squares Higgs came to the conclusion that all the radiation must have come from these four areas and none from the disc. However, Higgs admitted that this was not a unique solution.

RYDBECK (1946) however, found that there was a correlation between sources of ionising radiation as deduced from E layer measurements during the eclipse of July 9, 1945 and areas of hydrogen faculae. However, WALDMYER (1947) re-examined Rydbeck's data and pointed out that the E layer data suggested a link between the sources of ionising radiation and also areas from which the coronal line at 5303 Å was strongly emitted. A similar suggestion was made by OSAWA (1950) after the 1948 eclipse in Japan.

During the eclipse of 25 February, 1952 MINNIS (1952, 1955) was also able to find a correlation between areas of 5303 Å emission and E layer ionising radiation. Table 15 below shows how some workers have had to postulate the existence of bright regions on the sun during some eclipses. The two most surprising results are those of
Higgs (1942) who found that all the radiation came from four areas and Delobeau (1953) who found he had to attribute 54% of the radiation to a single area.

<table>
<thead>
<tr>
<th>Eclipse &amp; Observer</th>
<th>% Obscured</th>
<th>$\frac{dN}{dt}$ (cm$^3$/sec$^{-1}$)</th>
<th>% of radiation</th>
<th>Disc</th>
<th>Active areas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct 1, 1940</td>
<td>100</td>
<td>$1.68 \times 10^{-8}$</td>
<td>0</td>
<td>36, 35, 20, 11</td>
<td></td>
</tr>
<tr>
<td>Higgs (1942)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sept 1, 1951</td>
<td>75</td>
<td>$0.5 \times 10^{-8}$</td>
<td>55</td>
<td>37, 3</td>
<td></td>
</tr>
<tr>
<td>Delobeau (1954)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feb 25, 1952</td>
<td>45</td>
<td>$0.7 \times 10^{-8}$</td>
<td>46</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>Delobeau (1953)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feb 25, 1952</td>
<td>100</td>
<td>$1.2 \pm 0.1 \times 10^{-8}$</td>
<td>64</td>
<td>25, 11</td>
<td></td>
</tr>
<tr>
<td>Minnis (1956a)</td>
<td>75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Two places)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>June 30, 1954</td>
<td>100</td>
<td>$3.4 \times 10^{-8}$</td>
<td>71</td>
<td>14, 10, 5</td>
<td></td>
</tr>
<tr>
<td>Landmark &amp; Leid (1956)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>June 30, 1954</td>
<td>89</td>
<td>$1.0 \times 10^{-8}$</td>
<td>92</td>
<td>15, 3, -6, -4</td>
<td></td>
</tr>
<tr>
<td>Minnis (1956b)</td>
<td>71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Two places)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>June 20, 1955</td>
<td>48</td>
<td>$1.2 \times 10^{-8}$</td>
<td>62</td>
<td>21, 7, 6, 4</td>
<td></td>
</tr>
<tr>
<td>Minnis (1957)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 15: Distribution of solar radiation during several eclipses

If the ionising radiation does not come uniformly from the sun's disc then equation (24) must be modified to

$$\frac{dN}{dt} = f'q - \lambda N^2$$

(57)

where $f'$ = fraction of solar radiation left uncovered by the moon.
To determine the values of $f'$ throughout the course of the eclipse, it is necessary to know the value of $\alpha$ since from equation (57)

$$f' = \frac{dN \cos^n \chi - \alpha N^2}{q}$$

(58)

and $q$ can be calculated from control data knowing the value of $\alpha$. Values of $N$ and $\frac{dN}{dt}$ from the experimental data for the eclipse are used. Minnis (1955, 1956 a, b) has used a refinement of this equation by supposing that during the course of the day

$$\frac{dN}{dt} = q_0 \cos \chi - \alpha N^2$$

(59)

which is modified to

$$\frac{dN}{dt} = f' q_0 \cos \chi - \alpha N^2$$

(60)

during an eclipse, where $n$ represents the appropriate index by plotting $\log N^2$ versus $\log \cos \chi$. Rearranging the terms, Minnis obtained the relation

$$J = \frac{f' q_0}{\alpha} = (N^2 + \frac{1}{\alpha} \frac{dN}{dt}) \sec^n \chi$$

(61)

Since $q_0$ and $\alpha$ are assumed to be constants, $J$ represents the relative intensity of the solar radiation. The method is essentially the same although Minnis avoids evaluating $q$ from the control data by insertion of the index to $\cos \chi$.

Using equation (58) therefore, $f'$ was evaluated from the eclipse values of $N$ and $\frac{dN}{dt}$ for various values.
of \( \mathcal{C} \) from \( 10^{-3} \) to \( 10^{-7} \). These are shown in Fig. 53 together with a plot of \( f \). It is at once obvious from these curves that it is necessary to postulate the existence of a source on the West limb since for any value of the curves for \( f' \) lie below that for \( f \). In addition, some source must have been covered about 0715 corresponding to the sharp drop in \( W \) and \( f' \) at this time. The curves indicate that whatever the value of \( \mathcal{C} \), the value of \( f' \) during the annular phase was about 0.23 to 0.24, or 10% more radiation than that due to a uniform disc. To explain this it is then necessary to postulate the existence of a further source on the East limb which would only be covered after the annular phase. Fig. 30 in Part I shows the path of the moon across the sun at various heights. By sliding a disc of appropriate size to represent the moon travelling across the sun, arcs of circles can be drawn at the appropriate times when irregularities occur in \( f' \). The positions where these arcs intersect for the irregularities before and after the annular phase then fixes the position of the sources. However, because the moon travels across the middle of the sun it is not possible to say whether the sources so deduced lie in the northern or southern solar hemisphere. Irrespective of the value of \( \mathcal{C} \), however three sources have to be postulated, their positions varying slightly with different values of \( \mathcal{C} \). From Fig. 53 it is then possible to
FIG. 53 \( f' \) FOR VARIOUS VALUES OF \( \alpha \) (cm\(^3\) sec\(^{-1}\))

FIG. 54 SOLAR MODEL FOR \( \alpha = 2 \times 10^{18} \) cm\(^3\) sec\(^{-1}\)
deduce by a process of trial and error the intensity of each of these sources for each value of $\alpha$. The intensities so deduced are shown in Table 16.

<table>
<thead>
<tr>
<th>Source</th>
<th>$1.0 \times 10^{-8}$</th>
<th>$1.5 \times 10^{-8}$</th>
<th>$2.0 \times 10^{-8}$</th>
<th>$4.0 \times 10^{-8}$</th>
<th>$10^{-7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disc</td>
<td>65</td>
<td>70</td>
<td>73</td>
<td>73</td>
<td>80</td>
</tr>
<tr>
<td>West limb</td>
<td>12</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>East limb</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Spot</td>
<td>20</td>
<td>16</td>
<td>14</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 16: Variation of intensity of bright areas (% of total radiation) with $\alpha (\text{cm}^3 \text{sec}^{-1})$

Fig. 54 shows the solar model for $\alpha = 2.0 \times 10^{-8} \text{cm}^3 \text{sec}^{-1}$, with all the sources placed in the northern hemisphere, while Fig. 55 shows a plot of $f'$ on this model against the observed values of $f'$ for $\alpha = 2.0 \times 10^{-8} \text{cm}^3 \text{sec}^{-1}$. It is admittedly not good procedure to combine a mixture of theory with experiment as has been done here, and as was done by MINNIS (1955) for example. However, the method of deducing the sources from the experimental points is essentially a method of "working backwards" and it is difficult to see how one can avoid this.

Although the method of analysis cannot give a unique solution for the intensity of the sources and for $\alpha$
**Fig. 55.** Unobscured fractions of the sun.

**Time (S.A.T.)**

---

**Fig. 56** CORONAL CONTOURS
(After Trotter & Roberts, 1955)
it does show that irrespective of the value of \( \alpha \), the position of the sources is roughly the same. It is interesting therefore, to compare the sources so deduced with those from spectroheliograms and other visual observations.

The author is grateful to Dr. A. K. Das of the Astrophysical Observatory, Kodaikanal, India, for supplying sketches of the sun made from spectrohelioscope and prominence spectrohelioscope observations. Data on the distribution of the coronal green (5303\( \AA \)) and red (6374\( \AA \)) lines were kindly made available by Mr. C. M. Minnis of the D.S.I.R. Radio Research Station, Slough, England from the reports of Trotter and Roberts (1955) on coronal activity around 25 December, 1954. Coronal emission intensities can only be measured at the limb. However, since the sun rotates once every 28 days, observations made on the west limb for a period of 14 days following the eclipse day may be compared with the observations made the 14 days prior to the eclipse day on the East limb. From this it is possible to gain a reasonably qualitative picture of the distribution of the coronal emission lines over the disc on the eclipse day. These limb intensities of the coronal green and red lines are shown in Fig. 56, which is a contour diagram of the intensities measured at the east and west limbs over a period of 14 days. The contours are plotted on lines of heliographic latitude and longitude. The heliographic
co-ordinates of the centre of the disc and the sun's axis of rotation are given in the Nautical Almanac and for 25, December 1954 were:

**Disc centre**  
+1.3° heliographic latitude  
315° heliographic longitude.

Position angle of axis of rotation of sun was 5.7° east of the North Point. Using this data it is then quite easy to transpose the heliographic co-ordinates to co-ordinates referring to the North Point. As can be seen the disc extends from 223° on the east limb to 043° heliographic longitude on the west limb.

The sketches made by Dr. Das show only two features on the sun on the eclipse day,

(a) A solitary sunspot in the North-west quadrant of the disc, surrounded by a bright Hα region.

(b) A prominence on the North-east limb.

From Fig. 56, it can be seen that the coronal contours as derived from each limb are quite different. They indicate that both limbs were very quiet in coronal emission with no enhancement in 5303\(\AA\). Radiation in 6374\(\AA\) was observed on both limbs but was very faint. To gain a better picture of the corona over the disc, it is probably best to use the West limb data for the seven days after the eclipse for the Western half of the disc, and the East limb data for the seven days before the eclipse for the Eastern half of the disc. At once one can conclude that the eastern half
of the limb was almost completely inactive, whilst the solitary sunspot in the north-west quadrant of the disc was associated with a region of moderate intensity in 5303Å and was otherwise almost completely inactive. From the west limb data it can be seen that a sunspot whose position was about 30°S latitude and 255° longitude was observed on the west limb twelve days after the eclipse, associated with bright intensity in 5303Å. However, this spot was not observed when it should have been on the east limb two days before the eclipse. The data supplied by Dr. Das showed that this spot developed on the disc as the sun rotated.

If it was present on the eclipse day its intensity in 5303Å must have been at most faint and just inside the east limb, roughly corresponding to the east limb source postulated from the E layer data, but in its corresponding position in the Southern hemisphere.

WALDMAYER (1955, 1956) has shown how to find a more quantitative aspect of the corona in front of the sun's disc, but it does not seem necessary to make such a detailed analysis.

The position of these active areas observed on the eclipse day together with the active areas deduced from the E layer measurements shown in both their northern and southern positions, are detailed in Fig. 57, which shows that:

1. There is no correlation with either Cl or Cl'
FIG. 57  SOLAR MODEL ($\xi = 2 \times 10^8 \text{cm}^3 \text{sec}^{-1}$) 
COMPARISON WITH VISUAL AND OTHER OBSERVATIONS.

FIG. 58  UNCOVERED FRACTION OF VISIBLE DISC.
as the Western limb was completely inactive except for faint 6374Å radiation.

(ii) The source G2 is close to a solitary sunspot surrounded by an Hα region, and a region of moderate intensity in 5303Å.

(iii) The source G3 almost coincides with the position of the solar prominence, whilst G3' is close to the faint area in 5303Å.

Comparison with measurements at Johannesburg and Cape Town.

Measurements were also made at Cape Town and Johannesburg during the eclipse on the ionosphere sounders operated by the National Telecommunications Research Laboratory of the South African Council for Scientific and Industrial Research. These measurements therefore, might help in deciding which of the models in Table 16 applies and consequently give an indication of the value of λ. The measurements might also give an indication of whether the sources lie in their northern or southern positions.

The h'f records were made available to the Rhodes University Physics Department and the scaled values of critical frequencies were kindly made available to the author by Professor J. A. Gledhill. The measurements were made every minute during the eclipse and the critical frequencies were read to the nearest 0.01 Mc/s. However, at times during the eclipse the accuracy was only to the nearest 0.05 Mc/s. Control data were taken from the
"Monthly Bulletin of ionospheric characteristics recorded at Cape Town and Johannesburg during December, 1954", published by the National Telecommunications Research Laboratory. This data only gave critical frequencies to the nearest 0.1 Mc/s, and at hourly intervals. The mean values of $N$ for the E layer covering the period 19 to 31 December, 1954 are shown in Table 17 together with the probable errors.

<table>
<thead>
<tr>
<th>Time (Hours SAST)</th>
<th>Cape Town</th>
<th>Johannisburg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>$r$</td>
</tr>
<tr>
<td>0600</td>
<td>0.40</td>
<td>0.02</td>
</tr>
<tr>
<td>0700</td>
<td>0.63</td>
<td>0.04</td>
</tr>
<tr>
<td>0800</td>
<td>0.89</td>
<td>0.04</td>
</tr>
<tr>
<td>0900</td>
<td>1.09</td>
<td>0.06</td>
</tr>
<tr>
<td>1000</td>
<td>1.22</td>
<td>0.04</td>
</tr>
<tr>
<td>1100</td>
<td>1.38</td>
<td>0.05</td>
</tr>
<tr>
<td>1200</td>
<td>1.45</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 17: Mean Values of $N \times 10^{-5}$ (electrons per cm$^2$) for the E layer at Cape Town and Johannesburg, 19 to 31, December 1954.

The circumstances of the eclipse at these two places at a height of 100 km are shown in Table 18, where $f$-min represents the unobscured fraction of the visible disc at the maximum phase. For comparison figures for Grahamstown are also included.
The unobscured fraction, \( f \), of the visible disc at Cape Town and Johannesburg was calculated as detailed in Part I of the thesis. Fig. 58 shows the variation of \( f \) at a height of 100 km during the eclipse at these two places.

The usual first approximation was carried out as a first analysis using equation (24), assuming that the ionising radiation comes uniformly from the disc. However, it was found that the values of \( N \) at Johannesburg were lower on the eclipse day than the mean control values. Values of \( N \) at Cape Town were higher than the mean values before the eclipse and roughly the same afterwards. It was found necessary therefore, to adjust the values of \( q \) as deduced from the control values to account for these departures from the mean control values on the eclipse day.

<table>
<thead>
<tr>
<th>Station</th>
<th>Begins</th>
<th>Middle</th>
<th>Ends</th>
<th>( f )-min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grahamstown</td>
<td>0646</td>
<td>0800 to 0807</td>
<td>0935</td>
<td>0.142</td>
</tr>
<tr>
<td>Lat: 33°19'S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long: 26°31'E</td>
<td></td>
<td>(annular phase)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johannesburg</td>
<td>0639</td>
<td>0758</td>
<td>0929</td>
<td>0.320</td>
</tr>
<tr>
<td>Lat: 26°10'S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long: 28°05'E</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cape Town</td>
<td>0647</td>
<td>0758</td>
<td>0922</td>
<td>0.204</td>
</tr>
<tr>
<td>Lat: 34°9'S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long: 18°19'E</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 18: Circumstances of eclipse at 100 km height (SAST) at three stations in South Africa
This was probably not a real effect but the result of inadequate control data being available at only hourly intervals, and to the nearest 0.1 Mc/s. In any case one could hardly expect the eclipse to coincide exactly with the mean control values and providing any adjustments to a result in falling within the probability belt for the control data, this procedure seems justified. As can be seen by comparison of Figs. 59 and 60 with Table 17, this condition is fulfilled. The two Figs. 59 and 60 show the resulting theoretical curves for Cape Town and Johannesburg. Using the minimum as the criterion, the values of $\alpha$ at Cape Town and Johannesburg are $3 \times 10^{-9} \text{cm}^3\text{sec}^{-1}$ and $7 \times 10^{-9} \text{cm}^3\text{sec}^{-1}$, which agree very well with the Grahamstown value of $7 \times 10^{-9} \text{cm}^3\text{sec}^{-1}$.

MINNIS (1956a) has shown how it was possible from the measurements at two stations during the eclipse of 25 February, 1952 to solve for the intensity of the sources and $\alpha$. Minnis found that the intensity of the sources could each be expressed as a linear function of $\alpha$ of the form $A + B\alpha$. By solving simultaneous equations for each source at Khartoum and Ibadan, he was able to deduce both $\alpha$ and the intensity of the sources. However, the readings from Cape Town and Johannesburg exhibit many peculiar bumps which seem difficult to explain on the covering or uncovering of sources on the disc. The most striking peculiarity is that in the Cape Town curves between 0930 and 0950 when the
FIG: 59 CAPE TOWN, THEORETICAL CURVES
SOLAR MODEL: DISC 70°/, SPOT 16°/, EIGHT LIMB 6°/, WEST LIMB 8°/.

FIG: 60 JOHANNESBURG, THEORETICAL CURVES,
SOLAR MODEL: DISC 70°/, SPOT 16°/, EIGHT LIMB 6°/, WEST LIMB 8°/.
upward slope is interrupted. However, to try and see if any of the Grahamstown models would fit the curves for Cape Town and Johannesburg, each of the 5 models were applied, not necessarily using the corresponding values of $\alpha$.

It was found that the model for Grahamstown corresponding to $\alpha = 1.5 \times 10^{-3} \text{cm}^3 \text{sec}^{-1}$ in Table 16 gave best agreement at the two stations with $\alpha = 1.5 \times 10^{-8} \text{cm}^3 \text{sec}^{-1}$ agreeing with the Grahamstown value. These curves are shown also in Figs. 59 and 60. Fig. 61 shows the resulting curve for this model for Grahamstown. It is necessary to place both the East and West limb sources in their Southern positions as is shown in the resulting model in Fig. 62. In fact, it does not alter the fit appreciably if the West limb source is in either its northerly or southern position, or if the source extends to include both positions. The fit to the observed points is reasonably good but by no means perfect and it seems likely that other facts must be involved.

There seems to be some correlation between the east limb source and faint emission in $5303\AA$ as well as an agreement with the solitary sunspot associated with moderate enhancement in $5303\AA$. However, there is no evidence for the existence of the west limb source. The only correlation is with a faint enhancement in $6374\AA$, which has never been found previously.

**The recombination coefficient.**

Up to now it has been assumed that the recombination
FIG. 61  GRAHAMSTOWN, THEORETICAL CURVES.
SOLAR MODEL: DISC 70\%, SPOT 16\%,
EAST LIMB 6\%, WEST LIMB 8\%.

FIG. 62  SOURCE

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>DISC</td>
<td>70</td>
</tr>
<tr>
<td>SPOT</td>
<td>16</td>
</tr>
<tr>
<td>WEST LMB</td>
<td>6</td>
</tr>
<tr>
<td>EAST LMB</td>
<td>6</td>
</tr>
</tbody>
</table>
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coefficient $\alpha$ in equation (23) is a constant. Before considering the possibility that it might vary it is necessary to consider its composition.

The early views on the process of recombination were those of ECHERSLEY (1933) for example, who favoured a process of recombination between electrons and positive ions, so called radiative recombination. APPLETON and NAISMITH (1932), however, had previously inclined to the view that electrons disappeared mainly by attachment to neutral particles and the subsequent mutual neutralisation of positive and negative ions occurred. Later (APPLETON and NAISMITH, 1935) adduced their arguments in favour of a process of recombination in both the $N$ and $F$ regions. MARTYN and PULLERY (1936) then suggested that these two processes all occurred together and MASSEY (1937) and BATES et al (1939) have shown that this is probably a satisfactory picture of what occurs. In fact, it was able to account for the observed behaviour according to a recombination law when in fact important attachment and detachment processes were occurring together.

The resulting equation derived by BATES et al (1939) is

$$\frac{dN}{dt} = q - (\alpha_e + \lambda \frac{d\lambda}{dt} + \frac{1}{N} \frac{dN}{dt}) N^2$$

where $\alpha_e$ = radiative recombination coefficient of electrons and ions.
\[ (e^+ + e \rightarrow 0 + 2\lambda) \]

\[ \lambda = \text{coefficient of mutual neutralisation of negative and positive ions - the ionic recombination coefficient.} \]

\[ (e^+ + e^- \rightarrow e_0^0 + e_0^1) \]

\[ \lambda = \text{ratio of negative ions to electrons} \]

\[ N^+ = \text{positive ion density.} \]

Theoretical values of these coefficients are \[ \alpha_e = 5 \times 10^{-12} \text{ cm}^3 \text{ sec}^{-1} \] and \[ \alpha_i = 2 \times 10^{-11} \text{ cm}^3 \text{ sec}^{-1}. \]

\[ \frac{d\lambda}{dt} \text{ was thought to be small and } \lambda \text{ large, so that equation (62) reduces to } \frac{dN}{dt} = q - \lambda \alpha_i N^2 \]

Thus if \( \lambda \) were of the order of 500 then the "effective" recombination coefficient would be of the order of \( 10^{-8} \) as observed. Certainly the value of the radiative recombination coefficient is too small.

McBRISH (1949) was the first to notice that during the eclipse of July 9, 1945, the effective recombination coefficient appeared to vary during the eclipse from a high value of \( 4.2 \times 10^{-8} \) soon after the beginning of the eclipse, to a low value of \( 0.3 \times 10^{-8} \) at the maximum phase. He was able to account for this on the negative-ion theory by supposing that \( \lambda \) fell from 2,100 at the beginning of the eclipse to 400 at the maximum phase.

A detailed investigation of oxygen negative-ions by BATES and MASSEY (1943), led to the conclusion that \( \alpha_i \) in fact had a much higher value of between \( 10^{-8} \) and \( 10^{-7} \),
the upper limit being $10^{-6}$. Following this discovery, MASSEY and BATES (1943) were then able to show that $\lambda$ was in fact small compared with unity. The resulting product $\lambda \alpha_i$ however, was still of the order of $10^{-3}$ and sufficient to account for the observed effective recombination coefficient. GHOSH (1944) has also considered the nature of the recombination coefficient and deduced the following expressions:

$$\frac{dN}{dt} = q - \alpha_e N N^+ - \beta N^+_o + \beta N^- N^- + \beta N^-$$  \hspace{1cm} (64)

and

$$\frac{dN^-}{dt} = -\alpha_i N^- N^+ + \beta N^+_o - \beta N^- N^- - \beta N^-$$  \hspace{1cm} (65)

where $\beta$ = coefficient of attachment of electrons to neutral atoms and molecules ($0 + e \rightarrow 0^- + \alpha_i$)

$N_o$ = density of neutral particles.

$N^-$ = density of negative ions.

$\beta$ = coefficient of detachment of electrons from negative ions by collision ($0^- + 0 \rightarrow 0^- + e$).

$\beta$ is the rate of loss of negative ions by photo-detachment of electrons ($0^- + \gamma \rightarrow 0 + e$) according to TUBATA (1937). If equations (64) and (65) are combined assuming that the ionosphere is electrically neutral and hence

$$N^+ = N + N^-$$  \hspace{1cm} (66)

then equation (64) becomes

$$\frac{dN}{dt} = \frac{q}{1 + \lambda} - (\alpha_e + \lambda \alpha_i) N^2 - \frac{N}{1 + \lambda} \frac{d\lambda}{dt}$$  \hspace{1cm} (67)
where \( \lambda = \frac{N^-}{N} \) as before.

Since now \( \lambda \ll 1 \), \( \lambda \) can be found from equation (65) assuming that \( \frac{dN^-}{dt} = 0 \) and that \( N^+ \propto N_k \), thus

\[
\lambda = \frac{N^-}{N} = \frac{\beta N_0}{\alpha_i N + \gamma N_0 + \delta \beta}
\]

(68)

assuming that \( d\lambda \) is small, then equation (67) becomes

\[
\frac{dN}{dt} = q - (\alpha_e + \lambda \alpha_i) N^2
\]

which is identical to equation (63). If each of the terms in the denominator in equation (68) is considered in turn greater than the remaining two, then the three resulting equations are

\[
\frac{dN}{dt} = q - (\alpha_e + \alpha_i \frac{\beta}{\alpha_i}) N^2
\]

(69)

\[
\frac{dN}{dt} = q - (\alpha_e + \alpha_i \frac{N_0}{\alpha_i}) N^2
\]

(70)

\[
\frac{dN}{dt} = q - (\alpha_e + \alpha_i \frac{\beta N_0}{\alpha_i^2}) N^2
\]

(71)

Now equations (69) and (70) reduce to the form

\[
\frac{dN}{dt} = q - \alpha N^2
\]

(72)

and equation (71) reduces to

\[
\frac{dN}{dt} = q - \beta N_0 N
\]

(73)

since \( \alpha_e \) is small compared with \( \beta N_0 \).

A general equation might therefore take the form

\[
\frac{dN}{dt} = q - \alpha N^2 - \beta N_0 N
\]

(74)
This type of equation has been suggested by Estrabaud (1953) for example, to explain the fact that on control days \( N \propto \cos^n x \)

where \( n \neq \frac{1}{2} \) according to Chapman's theory of layer formations.

It is interesting to see whether equations (72) or (73) more nearly describe the experimental curves during the eclipse. By replacing \( q \) by \( \mathcal{F}q \) during the eclipse as before, the curves which give the same minimum as the experimental curves are those for \( \alpha = 7 \times 10^{-9} \text{cm}^3\text{sec}^{-1} \) as before, and \( \beta N_0 = 2.5 \times 10^{-4} \text{sec}^{-1} \), and are shown in Fig. 63. The curves show that the "recombination" law is a better approximation to the observed than the "attachment" law.

However, Bates and Massey (1946, 1947) have since put forward potent arguments against the "negative-ion" recombination theory and proposed that the process responsible for the rapid disappearance of electrons might be dissociative recombination, which can be written

\[
XY^+ + e \rightarrow X^+ + Y^+ \tag{75}
\]

The process was highly speculative at that time since it was believed that atmospheric oxygen was completely dissociated above 100 km, and it was necessary to suppose that atomic ions were converted into molecular ions by charge transfer with subsequent dissociative recombination i.e.

\[
Z^+ + XY \rightarrow Z + XY^+ \tag{76}
\]

Even so it was necessary to suppose that the molecule \( XY \) be identified as \( O_2 \).

Nicollet and Mange (1954) however, have shown that,
because of mixing and diffusion, \( \text{O}_2 \) must be quite abundant even in the F layers. In fact, it is probable that \( \text{O}_2^+ \) ions must predominate in the E region (e.g. Bates, 1956a), and the rate limiting process is then as in equation (75) with \( X^+ \) identified as \( \text{O}_2^+ \).

Since then laboratory measurements on dissociative recombination have been carried out and Biondi and Brown (1949) have measured the dissociative recombination coefficient of \( \text{He}_2^+ \) and found it to be about \( 10^{-8} \text{ cm}^3\text{ sec}^{-1} \). Other measurements of the dissociative recombination coefficients have been made for example by Biondi (1951) who found a value of about \( 10^{-6} \text{ cm}^3\text{ sec}^{-1} \) for argon. Recent measurements on nitrogen (Sayers, 1956) have given a value of \( 10^{-7} \text{ cm}^3\text{ sec}^{-1} \) and even higher values have been reported (Faire, Fuddingsland and Aden, 1954). Measurement of the dissociative recombination coefficient of oxygen seems difficult because of the question of identifying the ion involved, but a tentative value of \( 4 \times 10^{-8} \text{ cm}^3\text{ sec}^{-1} \) has been suggested (Sayers, 1956).

The consequences of a high rate of dissociative recombination in the E layer has been considered by Gerjuoy and Biondi (1953), and the relation which emerges from their discussion is:

\[
\frac{dN}{dt} = \frac{q}{1 + \lambda} \left( \alpha_e + \lambda \alpha_d + \lambda \alpha_q \right) N^2 - \frac{N}{1 + \lambda} \frac{d\lambda}{dt} \tag{77}
\]

where \( \alpha_d = \) dissociative recombination coefficient

\( \lambda = \) ratio of \( \text{O}_2 \) ions to free electrons.
If the usual assumptions are made that \( \lambda \ll 1, \frac{d\lambda}{dt} \ll 1, \) and \( \lambda_e \) and \( \lambda_i \) are small compared with \( \lambda_d \), equation (77) reduces to:

\[
\frac{dW}{dt} = q - \lambda' \kappa \xi d^{-2}
\]

(78)

It seems probable that \( \lambda' \approx 1 \) and consequently the variation of the electron density in the E layer should follow a simple recombination law as in equation (23) where \( \lambda' \) will represent the dissociative recombination coefficient of the effective ion in the E layer, which as has already been stated seems likely to be \( O_2^+ \).

The result of the discussion shows therefore, that on present theories of the recombination processes occurring in the E layer, it is unnecessary to suppose that the electron loss law is anything other than a recombination law as originally supposed in equation (23). The coefficient might vary during an eclipse due to changes of pressure and temperature, the latter case having already been considered.

HULBURT (1939) and VEGARD (1933) independently suggested that the E layer might be formed by the action of X-rays emitted by the sun. This suggestion has been well established by rocket measurements (BYRAM, CHUBB and FRIEDMAN, 1953, 1954; HAVENS, FRIEDMAN and HULBURT, 1955), and in fact, the intensities measured are sufficient to ionise all the atmospheric constituents (e.g. BATES, 1956b). This might therefore, complicate the recombination process since several
**FIG: 63**  E\textsubscript{4} LAYER THEORETICAL CURVES FOR \( a \& \beta \)

**FIG: 64**  E\textsubscript{4} LAYER GRAHAMSTOWN, VARIATION OF RECOMBINATION COEFFICIENT
species of ion will thus be present, each with its own recombination coefficient. BATES (1951) has shown that the diurnal variation of the electron density may be completely controlled by the more slowly recombining species of ion, and give no indication of a more rapidly recombining species. Variation of the recombination coefficient.

The suggestion of BATES (1951) that the diurnal variation of electron density may only give an indication of the presence of the slower recombining species of ion, means that during an eclipse the faster recombining species might be indicated. This is exactly what happens during an eclipse. Many observers have noted that the ionospheric eclipse starts too quickly (e.g. MARANG, 1945; PIERCE, 1948; MINNIS, 1955, 1956b). If two species of ion were present, this is exactly what is to be expected; the more rapidly recombining species of ion will disappear first leaving the slower species. The value of \( N_m \) therefore, will be determined primarily by the slower species of ion and the time-lag \( \delta t \) by the more rapid species. This suggestion is clearly a plausible explanation of the \( N_m - \delta t \) anomaly, and would account for the fact that during many eclipses the recombination coefficient apparently starts at a high value and to a low value during the maximum phase, (e.g. MCELISH, 1948). BATES and McDowell (1957) have considered this case theoretically for a hypothetical total eclipse. Following Bates and McDowell therefore, the sun will be considered a uniformly radiating disc, and it will
be supposed that there are two species of ion whose concentrations are \( x \) and \( y \) per cm\(^3\) at any time. Let \( q_x \) and \( q_y \) be their rates of production per cm\(^3\) and \( \alpha_x \) and \( \alpha_y \) their respective recombination coefficients. Indicating \( x_0 \) and \( y_0 \) for the control variation of \( x \) and \( y \),

\[
\frac{dx_0}{dt} = q_x - \alpha_x x_0 N
\]

(79)

\[
\frac{dy_0}{dt} = q_y - \alpha_y y_0 N
\]

(80)

where \( N = (x_0 + y_0) \)

Thus

\[
\frac{dN}{dt} = \frac{dx_0}{dt} + \frac{dy_0}{dt} = q_x + q_y - N(\alpha_x x_0 + \alpha_y y_0) \tag{81}
\]

During the eclipse the equations for the variation of \( x \) and \( y \) will be

\[
\frac{dx}{dt} = f q_x - \alpha_x x N
\]

(82)

\[
\frac{dy}{dt} = f q_y - \alpha_y y N
\]

(83)

Bates and McDowell have advanced a rather complex mathematical method of solving these equations numerically according to HARTREE (1952). However, numerical solution for \( \alpha_x \) and \( \alpha_y \) may be carried out in the same way as that described previously for a single species recombination.

It is first necessary to establish \( q_x \) and \( q_y \) for insertion in equations (82) and (83). This is done by choosing the ratio \( \frac{x_0}{y_0} \) in advance. For particular values of
\( \alpha_x \) and \( \alpha_y \), \( q_x \) and \( q_y \) can be calculated from equations (79) and (80) assuming that \( \frac{dx}{dt} = \frac{dy}{dt} \). Since \( \frac{dN}{dt} \) is small, this does not materially affect the analysis. Using these values of \( q_x \) and \( q_y \), the gradients \( \frac{dx}{dt} \) and \( \frac{dy}{dt} \) in equations (82) and (83) may be followed from stage to stage during the eclipse simultaneously. It is necessary to perform two computations at once, one for \( x \) and one for \( y \), and at each stage the resulting value of \( N \) is of course \( (x+y) \). There are three variables which have to be fixed in advance, \( \frac{x_o}{y_o} \) and \( \alpha_x \) and \( \alpha_y \). Two values of \( \frac{x_o}{y_o} \) were tried, \( \frac{x_o}{y_o} = 4 \) and \( \frac{x_o}{y_o} = 1 \). These two values are sufficient to indicate the possible effect of different concentrations of the two ions. It was then decided to fix the value of the more rapid ion, and a value of \( \alpha_y = 10^{-7} \text{cm}^3\text{sec}^{-1} \) was decided upon. The value was chosen as being the highest anyone has dared to suggest (e.g. PIDDINGTON, 1951), but in fact, the distinction between higher values and infinity is so small, that it was felt a value of \( 10^{-7} \) reasonably indicates an extreme case of the more rapid ion. For each of the chosen values of \( \frac{x_o}{y_o} \) the value of \( \alpha_x \) was determined by trial and error until a theoretical curve gave the same minimum as that observed. This gave three cases which are shown in Fig. 64. Case (a) \( \alpha_x = \alpha_y = 7 \times 10^{-9} \text{cm}^3\text{sec}^{-1} \) and the layer is a single species layer.
\[ \frac{x_0}{y_0} = 4, \quad \alpha_x = 5 \times 10^{-9} \text{cm}^3\text{sec}^{-1} \]
\[ \alpha_y = 10^{-7} \text{cm}^3\text{sec}^{-1} \]
\[ \frac{x_0}{y_0} = 1, \quad \alpha_x = 10^{-9} \text{cm}^3\text{sec}^{-1} \]
\[ \alpha_y = 10^{-7} \text{cm}^3\text{sec}^{-1} \]

As can be seen the cases (b) and (c) approach that observed more closely, but do not account for the rapid drop in \( N \) at 0717 SAST, which as has previously been mentioned is associated with the covering of the solitary sunspot in the north-west part of the disc. It was found that the best fit to that observed in cases (b) and (c) was found by supposing that 80% of the radiation came from the disc and 20% from the spot. The resulting curves are shown in Fig. 65. In case (b) the \( \text{H}_\alpha - \delta t \) anomaly is not sufficiently accounted for, and in case (c) where as the observed points are accounted for before and during annularity, the final recovery during the last stages of the eclipse is completely controlled by the more slowly recombining species \( \alpha_x = 10^{-9} \text{cm}^3\text{sec}^{-1} \), and does not account for that observed.

It is interesting to note that the "effective recombination coefficient", that is that which describes the diurnal variation of \( N \) as in equation (23) can be evaluated from equation (31), since

\[ \lambda = \frac{\alpha_x x_0 + \alpha_y y_0}{x_0 + y_0} \quad (34) \]
The values of $\alpha$ are:

Case (a) \hspace{1cm} \alpha = 2.4 \times 10^{-8} \text{cm}^3 \text{sec}^{-1}

(b) \hspace{1cm} \alpha = 5.05 \times 10^{-8} \text{cm}^3 \text{sec}^{-1}

Some evidence for the lower recombination coefficients may be provided from the fact that it is well-known that the E layer persists at night. The only apparent reference in the literature to measurements of $\alpha$ from E layer critical frequencies at night is that of BEST, FARMER and RATCLIFFE (1938) who obtained a value of $4 \times 10^{-9} \text{cm}^3 \text{sec}^{-1}$. Values as low as $10^{-9} \text{cm}^3 \text{sec}^{-1}$ have been reported by BARAL and MITRA (1950) using the asymmetry method of APPLETON (1933) on E layer measurements at Calcutta. It is also interesting to note that the calculations of WAYNICK (1955) show that six hours after sunset the value of $\alpha$ at 120 km could be as low as $10^{-9} \text{cm}^3 \text{sec}^{-1}$. The higher values could be the dissociative recombination coefficient, which appears from preliminary laboratory experiments to have such a high value.

However, as Figs. 64 and 65 show the $N_m - \delta t$ anomaly cannot be completely accounted for by the presence of two species of ion with differing recombination coefficients, however the neglect of this factor, as will be seen later, may lead to the over-estimate of other factors, such as the distribution of solar radiation.

It is also possible that the recombination coefficient might vary through the layer, being a function of height. This will cause a distortion of the layer during the eclipse.
FIG: 65  E LAYER, GRAHAMSTOWN
VARIATION OF RECOMBINATION COEFFICIENT

FIG: 66  SOLAR MODEL 15° OUTSIDE DISC
PATH OF MOON ACROSS SUN AT 100 KM
This case has been considered by LIED (1956) and he has shown that even in a rather exaggerated case of $\alpha$ varying with height, the error introduced is still negligible in the E layer.

**Radiation from outside the visible disc.**

It has been mentioned already that the preponderance of eclipse measurements in the E layer in which the minimum electron density occurs during the maximum phase but fails to reach its theoretical lowest value by 10 to 15\%, makes it difficult to believe that the explanation is due to the distribution of active areas on the visible disc. As has been pointed out by RATCLIFFE (1956), one would expect such distribution to depend on chance. It would seem a remarkable coincidence if this was so. An attempt to explain this $M_\infty - \delta t$ anomaly by supposing that two species of ion exist has been partly, but not wholly successful. It seems likely as originally suggested by PIDDINGTON (1951) that some radiation must come from the corona outside the visible disc. In fact it seems almost certain that some of the ionising radiation comes at least from the lower corona (ALLEN, 1956). MINNIS (1956a) following the discussion at the London symposium on "Solar Eclipses and the Ionosphere", has been forced to admit the possibility of some radiation coming from outside the visible disc, and has calculated the resulting values of $\alpha$ according to how much residual radiation is present at totality. He gives the value of $\alpha$ as $2.2 \times 10^{-9}$ if 10\% were present at totality, and infinity for 12\%. This conclusion is based on
a rather doubtful extrapolation of $N$ and $\frac{dN}{dt}$ at second contact.

BONNET, HUNAERTS and NICOLET (1957) have recently examined the measurements at six stations in Africa during the eclipse of 25 February, 1952, including those of MINNIS (1955) from Khartoum and Ibadan. It is interesting to note that in a model in which 15% of the radiation came from outside the visible disc, BONNET et al (1957) were able to obtain very good agreement with the measurements at Khartoum and Ibadan with $\lambda = 4 \times 10^{-8} \text{ cm}^3 \text{ sec}^{-1}$. It must be admitted, however, that the agreement with other stations is not so good.

Nevertheless, it serves to indicate that the contention of MINNIS (1956a,c) that $\lambda$ would be infinite under these circumstances is erroneous.

It has been noted that on all the eclipses so far examined by Minnis, he has had to postulate the existence of a solar source on the west limb of the sun as well as on the east limb. In all cases he has been able to establish that a correlation with the limb intensities of 5303Å showed that the west limb was more active than the east. In fact, it would be easy to visualise the phenomenon of limb-brightening as calculated by WALDMEIER (1956). It would seem possible that this correlation was pure coincidence for it is easy to see from Table 16, that the west limb source exceeds the east limb source for $\lambda > 2.0 \times 10^{-8} \text{ cm}^3 \text{ sec}^{-1}$. In this eclipse there is little evidence for any limb-brightening in 5303Å, and whatever there might be would indicate the east limb to
be more active than the west. From table 16, one can conclude that $\phi \approx 2.0 \times 10^{-8} \text{cm}^3\text{sec}^{-1}$, whereas the comparison of these models with Cape Town and Johannesburg gave $\phi$ about $1.5 \times 10^{-8} \text{cm}^3\text{sec}^{-1}$, although admittedly the agreement is not perfect.

The more likely explanation that some radiation comes from outside the disc seems plausible. In fact, there seems no reason to suppose the sun in solar ionising radiation to be the same as that in visible radiation, when for example, the sun in 21 cm wavelength (e.g. CHRISTIANSEN and WARBURTON, 1955) is elliptical in form and extending beyond the visible disc at the equator.

A solar model has therefore, been proposed in which 15% of the total radiation comes from outside the visible disc. The disc has been extended at the solar equator as shown in Fig. 66, by about 0.1 solar diameter in such a way that the intensity per unit area coming from outside the visible disc is the same as the disc itself. Suitable allowance must be made for the single active area in the north-west quadrant.

Fig. 67 shows the resulting curves for the variation of $f'$, the unobscured fraction of the solar radiation on this model, as compared with that for a uniform disc. The circumstances of the eclipse for the three stations on this model is shown in Table 19, where $f'$min represents this time the unobscured fraction of the solar radiation at the maximum phase.
FIG. 67 UNCOVERED FRACTION OF SOLAR AREA

FIG. 68 GRAHAMSTOWN: THEORETICAL CURVES
15% OUTSIDE DISC
<table>
<thead>
<tr>
<th>Station</th>
<th>Begins</th>
<th>Middle</th>
<th>Ends</th>
<th>$f_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grahamstown</td>
<td>0639</td>
<td>0752 to 0815</td>
<td>0946</td>
<td>0.270</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Annular Phase)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johannesburg</td>
<td>0641</td>
<td>0756</td>
<td>0930</td>
<td>0.396</td>
</tr>
<tr>
<td>Cape Town</td>
<td>0634</td>
<td>0758</td>
<td>0936</td>
<td>0.308</td>
</tr>
</tbody>
</table>

Table 19: Circumstances of eclipse of Solar Model (Fig. 66) at 100 km height

This model was applied to the three stations as shown in Figs. 68, 69 and 70. Allowing some contribution to the radiation from the active area in the north-west, the resulting curves are as follows:

(a) **Grahamstown** (Fig. 68)
- $\lambda = 2.0 \times 10^{-8}$ cm$^3$ sec$^{-1}$, Spot $= 15\%$
- $\lambda = 4.0 \times 10^{-8}$ cm$^3$ sec$^{-1}$, Spot $= 5$ to $10\%$
- $\lambda > 4.0 \times 10^{-8}$ cm$^3$ sec$^{-1}$, less acceptable

(b) **Johannesburg** (Fig. 69)
- $\lambda = 4 \times 10^{-8}$ cm$^3$ sec$^{-1}$, Spot $= 5$ to $10\%$
- $\lambda > 4 \times 10^{-8}$ cm$^3$ sec$^{-1}$, little difference
- $\lambda < 4 \times 10^{-8}$ cm$^3$ sec$^{-1}$, less acceptable

(c) **Cape Town** (Fig. 70)
- $\lambda = 4.0 \times 10^{-8}$ cm$^3$ sec$^{-1}$, Spot $5$ to $10\%$
- $\lambda > 4.0 \times 10^{-8}$ cm$^3$ sec$^{-1}$, less acceptable

From the figures for the three stations it seems that the most acceptable model to give the best agreement to all three stations is a model with $5$ to $10\%$ attributed to the spot and $\lambda = 4 \times 10^{-8}$ cm$^3$ sec$^{-1}$. The result is thus similar to that
FIG. 69  JOHANNESBURG, THEORETICAL CURVES
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FIG. 70  CAPE TOWN, THEORETICAL CURVES
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obtained by BOUNET, HUMBRITS and NICOLET (1957) who also deduced \( \alpha = 4 \times 10^{-8} \text{cm}^3 \text{sec}^{-1} \) and PIDDINGTON (1951) who concluded that \( \alpha \) could be as high as \( 10^{-7} \text{cm}^3 \text{sec}^{-1} \).

Discussion of E layer results.

Attempts to explain the behaviour of the E layer during this eclipse on the usual hypothesis that the sun is a uniformly radiating solar disc have once again illustrated the so called \( N_m - \delta t \) anomaly, which seems to occur in almost all analyses of E layer eclipse measurements on this simple theory. Various departures from this simple theory have been attempted to explain this anomaly. In the first place it is found that the anomaly can be explained in terms of a drop in temperature during the eclipse to about \( \frac{1}{3} \) of its normal diurnal value. However, it is found that there must be little variation during the daylight hours on a normal day, and the result would thus seem surprising. In fact, most theoretical considerations of thermal balance in the upper atmosphere indicate that such a change is unlikely since the thermal relaxation time is of the order of a few days.

In the second case, it is assumed that the sun is not a uniformly radiating disc but that there are regions from which more radiation is emitted. By comparison with measurements from Cape Town and Johannesburg, it is found that reasonable, but by no means perfect agreement can be obtained with a model in which 70\% of the radiation is attributed to the disc and \( \alpha = 1.5 \times 10^{-8} \text{cm}^3 \text{sec}^{-1} \). Little visual evidence
can be found for the existence of two sources which have to be postulated on the limb. Extension of this case to include some radiation from outside the visible disc shows that quite good agreement can be obtained if 15% of the radiation comes from outside the disc and $\alpha = 4 \times 10^{-3} \text{cm}^3 \text{sec}^{-1}$. In this case only 5 to 10% need be attributed to a solitary sunspot.

It is interesting to compare the two cases. MINNIS (1955b) has pointed out that the absolute intensity of the uniform disc component is about the same for both the February 1952 and June 1954 eclipses. This conforms to the possibility suggested by ALLEN (1948, 1956) that there might be a component of radiation emitted uniformly from the disc which corresponds to the minimum possible level of solar activity, when the sunspot number would be zero.

It is interesting therefore, to compare the two hypotheses that all the radiation comes from the visible disc and that 15% comes from outside the disc on this basis, assuming that the 15% outside the disc may be included in the minimum level.

Using the notation of Minnis, the diurnal variation of $N$ may be expressed as

$$\frac{dN}{dt} = q_0 \cos^n \phi - \alpha N^2$$  \hspace{1cm} (34)

Rearranging the terms

$$J = \frac{q_0}{\alpha} = (N^2 + \frac{1}{\alpha} \frac{dN}{dt}) \sec^n \phi$$  \hspace{1cm} (35)

where $q_0$ = rate of generation of electrons per cm$^3$ for an
overhead sun.

It has already been mentioned that the exponent \( n = 1 \) for a Chapman layer, but usually \( n \neq 1 \), and the appropriate value is used as deduced from control days. Using the noon values of \( N \) from the control days at the three stations when \( \frac{dN}{dt} = 0 \), values of \( J \) were deduced from equation (85) and are shown in Table 20 together with values of \( n \) for each station.

<table>
<thead>
<tr>
<th>Station</th>
<th>( n )</th>
<th>( J ) ( \times 10^3 \text{ cm}^{-6} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grahamstown</td>
<td>1.13</td>
<td>211</td>
</tr>
<tr>
<td>Cape Town</td>
<td>1.12</td>
<td>220</td>
</tr>
<tr>
<td>Johannesburg</td>
<td>1.20</td>
<td>229</td>
</tr>
</tbody>
</table>

Table 20: Values of \( n \) and \( J \)

Taking the mean value of \( J \) as \( 220 \times 10^3 \text{ cm}^{-6} \), \( q_o = 220 \times 10^8 \text{ cm}^{-3} \text{ sec}^{-1} \). During the 1952 eclipse at Khartoum, \( q_o = 258 \times 10^8 \text{ cm}^{-3} \text{ sec}^{-1} \). Using the result of Bonnet, Humaerts and Nicolet (1957) for the 1952 eclipse, that when 15% of the radiation comes from outside the disc only 11% need be attributed to two spots, Table 24 shows the uniform component of \( q_o \) as deduced from the two models.
<table>
<thead>
<tr>
<th>Eclipse</th>
<th>( q_0 )</th>
<th>( A ) (cm(^{-3}) sec(^{-1}))</th>
<th>( B ) (cm(^{-3}) sec(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feb. 1952</td>
<td>258 ( \alpha )</td>
<td>198 (( \alpha = 1.2 \times 10^{-8} )) (64% uniform)</td>
<td>916 (( \alpha = 4 \times 10^{-8} )) (89% uniform)</td>
</tr>
<tr>
<td>Dec. 1954</td>
<td>220 ( \alpha )</td>
<td>231 (( \alpha = 1.5 \times 10^{-8} )) (70% uniform)</td>
<td>836 (( \alpha = 4 \times 10^{-8} )) (95% uniform)</td>
</tr>
</tbody>
</table>

Table 21: Absolute intensity of uniform component of solar radiation

\( A \) = all radiation from visible disc

\( B \) = 15\% radiation from outside visible disc.

The agreement for the values of \( B \) is better than that for \( A \), but the result is not conclusive, since the values of \( \alpha \) and \( J \) for the 1954 eclipse are not as accurate as those of Minnis for the 1952 eclipse. It is interesting to note that Minnis (1955, 1956a) has tried to justify the existence of a west limb source of intensity 25\% of the total by following the changes in \( J \) several days after the eclipse. When the west limb source should have disappeared behind the disc due to the sun's rotation, he noticed a drop in \( J \) corresponding to 13\% of its value on the eclipse day. If one can interpret changes in \( J \) in this way as Minnis did, the agreement with the value of 11\% deduced by Bonnet, Hunaerts, and Nicolet for the same limb on the \( B \) model is much better than that of Minnis of the \( A \) model.

According to Allen (1948), the intensity \( I_R \) of the E layer ionising radiation for a twelve-month mean sunspot
number $\bar{R}$ is given by

$$I_R = I_o \left(1 + 0.097 \bar{R}\right)$$

Now for December 1954, $\bar{R} = 10$ (J. Geophys. Res., 60, 108, 1955), and hence

$$I_R = 1.097I_o,$$

where $I_o$ will represent the intensity for zero sunspot and correspond to the permanent uniform component of solar ionising radiation. It is difficult to reconcile the fact that solar activity in E layer ionising radiation was only about 10% above its "zero" level with the solar model in which only 70% of the radiation is emitted uniformly from the visible disc. However, it agrees very well with the (B) model with only 5 to 10% attributed to a solitary active area. If this hypothesis of a minimum possible level of solar activity is to be accepted then the argument above points in favour of the hypothesis that about 15% of the radiation is emitted from outside the visible disc as a permanent feature of solar activity.

The effect of two species of ion with differing recombination coefficients has also been considered leading to a variation in the effective recombination coefficient during the eclipse. This analysis shows that the $\mathcal{N}_m - \delta t$ anomaly cannot be completely accounted for on this basis, but clearly to neglect this factor must lead to an overestimate of other factors, such as for example, the amount of radiation coming from outside the disc. However, if less than 15% of the radiation comes from outside the disc
and one were to take into account two species of ion the conclusion will be the same and $\lambda$ will probably have a value as high as $4 \times 10^{-8}$ cm$^3$ sec$^{-1}$ or even higher.

**Conclusion**

The E layer measurements from Grahamstown have been compared with the measurements made at Cape Town and Johannesburg during the eclipse. Using equation (24)

$$\frac{dN}{dt} = f_0 - \alpha n^2$$

for the eclipse, the variation of each of the parameters, $f_0$, $q$, and $\lambda$ have been considered in turn in order to explain the $W_m - \delta t$ anomaly which arises as the result of the application of simple theory.

It is not possible to consider the effect of varying all the parameters at once without some idea of their values. However, the results indicate that $\lambda$, the effective recombination coefficient in the E layer, must be as high as $4 \times 10^{-8}$ cm$^3$ sec$^{-1}$. Higher values than this are even possible. It was shown that the recombination coefficient should approximate closely to the value of the dissociative recombination coefficient of the active ion in the E layer. The high value obtained agrees with preliminary laboratory measurements of the dissociative recombination coefficient of some ions, which indicate values as high as $10^{-7}$ cm$^3$ sec$^{-1}$.

Finally, it is noted that the work of Munro and Weisler (1956) shows that cusplike anomalies which often appear in h'f records are due to travelling disturbances.
of a wave-like nature producing tilts in the ionospheric layers and causing echoes to be returned from directions other than the vertical. Since an eclipse is essentially a travelling disturbance, Munro and Heisler (1958) have shown that as a result of the curvature so produced, critical frequencies may not apply to points overhead. One of the features of the records from Cape Town was the number of "critical frequencies" which were observed. On occasions up to six critical frequencies could be seen on the h'f record, three of which were from the E region. It seems likely that these were oblique reflections. The presence of the E₂ layer, especially in the early morning, at Grahamstown might possibly owe its origin to oblique echoes.

Gledhill (1958) has made a preliminary analysis of the measurements at Grahamstown and has shown that it is unlikely that reflections during the middle of the eclipse are returned from points overhead. Since they would be returned from points where the electron density is necessarily higher, it seems likely that the apparent critical frequency will be higher than the true one. This would give the appearance of some radiation coming from outside the visible disc. Consequently, the electron density indicated during the maximum phase is higher than the true one, but again this would support the contention that a value of $\alpha$ of $4 \times 10^{-3}$ cm$^{-3}$ sec$^{-1}$ or higher is quite possible.
Introduction

In Part II (a), the variation of the maximum electron densities in both the $F_1$ and $F_2$ layers during the eclipse were considered on the assumption that the sun is a uniformly radiating disc. It was shown that there was a possibility that the height of the maximum in the $F_1$ layer may have varied. The result would be a change of shape of the layer and consequently the values of $q$ would not refer to the same height as on control days. In the $F_2$ layer, whilst the variation of the height of the maximum during the eclipse was not significant, the layer is a fairly thick layer, and consequently it might be possible to deduce the value of $\alpha$ at various heights throughout the whole $F$ region. Such an analysis would amongst others eliminate any errors which might occur due to the value of $q$ referring to different heights during the eclipse. Using the "constant height" map of Fig. 39 in Part I, the variations at various fixed heights in the $F_1$ and $F_2$ layers were compared with the variations at fixed heights during the eclipse.

(1) $F_1$ layer.

Fixed heights of 160, 180 and 200 km were chosen and Fig. 71 shows the variation in electron density for the control days together with the readings on the eclipse day for each of these three heights. As the eclipse occurred very near the summer solstice, the $F_1$ layer critical frequency
was always defined by a sharp cusp in the h'f records.
The F₁ layer began to show itself usually about 0630, and at 0645 it was present on thirteen of the thirty control days, whilst at 0700 it was present on twenty five of the thirty control days. On the eclipse day it began to appear just after 0630 and was already a sharp cusp on the record by the time the eclipse began at 0645.

During the middle of the eclipse from 0730 to 0830 approximately, the F₁ layer was slightly masked by F₃, making the determination of the Kelso distributions in the layer impossible. However, as has previously been mentioned, from the retardation produced on the F₂ layer, it was possible to extrapolate the h'f curve back and estimate that the maximum electron density in the layer reached a minimum of $0.94 \times 10^5$ electrons per cm$^3$ at 0807. From the Kelso distributions before 0730 and after 0830, it can be seen that the layer became very thick with the electron density at 160 and 180 km, being very near to the maximum in the layer. This was undoubtedly due to the fact that the height of the layer maximum fell slightly during the eclipse. Hence, in extrapolating the curves for these heights between 0730 and 0830, it is assumed that the electron density at these heights did not fall much below the maximum in the layer during that period.

(ii) F₂ layer.

True heights of 220, 240, 260 and 280 km were chosen
Fig. 71. $F_1$ layer, eclipse and control readings.

Fig. 72. $F_2$ layer, eclipse and control readings.
and Fig. 72 shows the mean variation in the electron density for the control days, together with the readings for the eclipse day for each of these four heights.

**Electron-loss coefficient at constant height.**

Several workers (KIRBY, GILLILAND and JUDSON, 1936; SAVITT, 1950; DOMINIC, 1955) have concluded from eclipse measurements in the $F_2$ layer that the electron-loss process in this region follows an attachment law, the loss-process being proportional to the electron density. It is interesting therefore, to test the resulting curves for the eclipse day to see if the decay during the eclipse simulates a recombination or attachment-like process.

It is assumed that the sun is a uniformly radiating disc and the two equations which will be used for the eclipse readings are:

$$\frac{dn}{dt} = f q - \alpha n^2$$  \hspace{1cm} (87)

which follows a recombination law, and

$$\frac{dn}{dt} = f q - \beta n^2$$  \hspace{1cm} (88)

which follows an attachment law.

If attachment is the loss process, then $D = \beta N_0$ as in equation (88), where $\beta$ is the attachment coefficient and $N_0$ is the density of neutral particles.

Numerical solution of these two equations was carried out in the usual way for each of the selected heights in the $F_1$ and $F_2$ layers.
The minimum electron density during the eclipse at each height was used as the criterion for determining α or B. Various values for α and B were tried using equations (87) and (88), and when the theoretical curve gave the same minimum as that observed, it was assumed this determined α or B.

Fig. 73 shows the three experimental curves for 200, 180 and 160 km, together with the three curves plotted using equation (87). Fig. 74 shows similar curves using equation (88). It is at once seen that the curves for the recombination law (Fig. 73) approximate more closely to that observed than do the curves for the attachment law. It is concluded therefore, that a recombination type of law more nearly describes the process of electron removal in the F layer.

The values of α and B so found do not vary throughout the layer. Although the process of extrapolation means that the minimum for each height is uncertain, reference to Fig. 49 for the F₁ layer maximum shows that the values of α or B would not vary much with any reasonable variation of the minimum at each height. It can reasonably be concluded that α remains fairly constant throughout the F₁ layer.

It is noted that the value of α found for the F₁ layer by this method gave \(7 \times 10^{-9} \text{ cm}^3 \text{ sec}^{-1}\) whilst the F₁ layer gave \(5 \times 10^{-9} \text{ cm}^3 \text{ sec}^{-1}\). It seems possible that there is little variation in α between the F and F₁ layers.

Similar calculations were made for each of the four
Figure 72. $F1$ layer, theoretical curves for values of $\alpha$.

Figure 73. $F1$ layer, theoretical curves for values of $B$. 
selected heights in the $F_2$ layer. The resulting theoretical curves are shown in Fig. 75 for values of $\alpha$, and Fig. 76 for values of $B$. The agreement between the eclipse day results and the expected variation is not very good, but this can hardly be expected in view of the well-known irregularities of this layer. From the two sets of curves, there seems little to choose between the two types of electron-loss laws. It seems that either might be possible. Figs. 77 and 78 show how the values of $\alpha$ and $B$ deduced for the $F_2$ layer vary systematically with height.

The great majority of workers in this field have limited their calculations and conclusions to the observation of critical frequencies. The diversity of the results obtained show that such analyses can hardly give even a qualitative explanation of the processes which take place in the ionosphere.

SAVITT (1950) undertook an analysis similar to that presented here and concluded that attachment was the more likely process than recombination in the $F_2$ layer. More recently MINNIS (1955, 1956a) has computed the variation of electron density at constant height in the $F_2$ layer. Although he was unable to make a detailed investigation of the electron density below the $F_1$ maximum, he was able to estimate that the value of $\alpha$ of $3.2 \times 10^{-9}$ cm$^3$ sec$^{-1}$ applied to a height of 170 km.

The distribution of $\alpha$ with height has also been
Fig 75. F2 layer, theoretical curves for values of α.

Fig 76. F2 layer, theoretical curves for values of B.
Fig. 77. Variation of $x$ with height.

Fig. 78. Variation of $B$ with height.
calculated by SEATON (1948) from the diurnal variation of N of the E₁, F₁ and F₂ layers. HAVENS, FRIEDMAN and HULBURT (1955) have estimated \( \lambda \) at various heights from the result of rocket measurements. More recently RATCLIFFE, SCHMIDT, SETTY and THOMAS (1956) have deduced that the electron-loss process follows an attachment law in the F₂ layer and values of B have been deduced from the night-time distribution of electrons at various places. Tables 22 and 23 show the values of \( \lambda \) and B as deduced here, compared with those deduced by other methods.

<table>
<thead>
<tr>
<th>Height (km)</th>
<th>Dec. 1954 Eclipse</th>
<th>Minnis, 1952 Eclipse</th>
<th>Seaton, diurnal change in N</th>
<th>Havens et al, rocket measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>7 x 10⁻⁹</td>
<td>8.0 x 10⁻⁹</td>
<td>5 x 10⁻⁹</td>
<td>1.6 x 10⁻⁸</td>
</tr>
<tr>
<td>150</td>
<td>5 x 10⁻⁹</td>
<td>3.2 x 10⁻⁹</td>
<td>2 x 10⁻⁹</td>
<td>1.6 x 10⁻⁸</td>
</tr>
<tr>
<td>160</td>
<td>5 x 10⁻⁹</td>
<td>3.2 x 10⁻⁹</td>
<td></td>
<td></td>
</tr>
<tr>
<td>170</td>
<td>5 x 10⁻⁹</td>
<td>1947 eclipse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>180</td>
<td>4 x 10⁻¹⁰</td>
<td>3.2 x 10⁻⁹</td>
<td>1.3 x 10⁻⁹</td>
<td>2 x 10⁻⁹</td>
</tr>
<tr>
<td>200</td>
<td>1.5 x 10⁻¹⁰</td>
<td>1.5 x 10⁻⁹</td>
<td>(Max F₁)</td>
<td>1.3 x 10⁻¹⁰</td>
</tr>
<tr>
<td>220</td>
<td>5 x 10⁻¹¹</td>
<td>1 x 10⁻⁹</td>
<td></td>
<td>1.6 x 10⁻¹¹</td>
</tr>
<tr>
<td>240</td>
<td>3 x 10⁻¹¹</td>
<td>6 x 10⁻¹⁰</td>
<td></td>
<td></td>
</tr>
<tr>
<td>260</td>
<td>4 x 10⁻¹⁰</td>
<td>8 x 10⁻¹¹</td>
<td></td>
<td></td>
</tr>
<tr>
<td>280</td>
<td>2.5 x 10⁻¹⁰</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>3.2 x 10⁻¹⁰</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>4.3 x 10⁻¹⁰</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 22: Values of \( \lambda \) (cm⁻³ sec⁻¹) at various heights as deduced by several workers.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>160-180</td>
<td>$3 \times 10^{-4}$</td>
<td></td>
<td>$5.5 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>$3 \times 10^{-4}$</td>
<td></td>
<td>$1.5 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>220</td>
<td>$6.5 \times 10^{-5}$</td>
<td></td>
<td>$2.5 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>240</td>
<td>$4 \times 10^{-5}$</td>
<td></td>
<td></td>
<td>$3.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>250</td>
<td>$5 \times 10^{-5}$</td>
<td></td>
<td></td>
<td>$2.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>260</td>
<td>$5 \times 10^{-5}$</td>
<td></td>
<td></td>
<td>$2.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>280</td>
<td>$4.2 \times 10^{-5}$</td>
<td></td>
<td></td>
<td>$1.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>300</td>
<td>$3 \times 10^{-4}$</td>
<td></td>
<td>$1 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>$2 \times 10^{-5}$</td>
<td></td>
<td></td>
<td>$7 \times 10^{-5}$</td>
</tr>
<tr>
<td>350</td>
<td>$6 \times 10^{-5}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>$4 \times 10^{-5}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 23: Values of $B(\text{sec}^{-1})$ at various heights as deduced by several workers.

The values of $\alpha$ deduced here compare most favourably with those estimated from rocket measurements but are lower by a factor of 10 than those deduced by Savitt. The values of $B$ are in all cases lower than those determined by other workers, on the whole by a factor of 10 again.

However, the most interesting feature of the values of $\alpha$ and $B$ as deduced from this eclipse where it has been possible to evaluate the changes in electron density from 160 to 280 km, is the rapid drop in $\alpha$ and $B$ above 200 km. The
value of $\alpha$ drops by a factor of 10 in the first 20 km and by
a factor of 100 in the first 60 km. The values of $B$ drop by
a factor of 10 in the first 50 km.

This rapid drop in $\alpha$ or $B$ suggests that the $F_1$ and $F_2$
layers might owe their origin to the same source of radiation
ionising the same atmospheric constituent, the rapid decrease
in $\alpha$ or $B$ in the $F_2$ layer giving rise to a second maximum of
electron density. This suggestion was first made by BRADBURY
(1938), who suggested that the $F_2$ layer might arise as a second
maximum of the $F_1$ layer due to the slower recombination at $F_2$
heights. BATES (1949) has shown that the source of radiation
which produces the $F_1$ layer could produce the observed rate of
ion production at $F_2$ heights. The results shown here are
consistent with the theories of Bradbury and Bates.

There is the possibility that the rapid drop in $\alpha$ or
$B$ might be a consequence of Kelso's method of sealing, but it
seems unlikely to affect much the values at 260 and 280 km.
Certainly Kelso's method makes the electron density deduced
for 220 km unreliable since it is so near the $F_1$ layer maximum.
Another factor which might affect the values of $\alpha$ and $B$ is the
fact that Kelso's method neglects the effect of the earth's
magnetic field. SCHMIDLING and THOMAS (1956) have suggested
that a first order approximation for the effect of the earth's
magnetic field to $W(h)$ curves at Watheroo ($30.3^\circ$S., $115.9^\circ$E.)
and Slough ($51.5^\circ$N., $0.5^\circ$W) deduced by KELSO'S (1952) method
is obtained by reducing the heights deduced by 10 km. The
latitude of Grahamstown is 33°19' S., which corresponds roughly to that of Watheroo, and consequently such an approximation is probably valid here. However, the result would only be to reduce the heights to which the values of \( \alpha \) and \( B \) refer at Grahamstown by 10 km. This would make them even lower than those deduced by other measurements, but would still indicate that the variation with height is the same.

**Electron-loss process in the F region.**

In view of the observed variation of the loss coefficient with height in the \( F_2 \) layer, it is interesting to see how this can be accounted for on theoretical grounds. BATES and MASSEY (1946, 1947) have concluded that the loss coefficients could only be as great as those measured in the \( F \) region if dissociative recombination was important. In the higher parts of the atmosphere they supposed that atomic oxygen was the ionisable constituent and that there were molecules \( XY \) (which might possibly be \( O_2 \)), to which positive charges could be transferred from the atomic ions. The processes operating would then be:

**Production**

\[
0 + h\nu \rightarrow O^+ + e \quad (i)
\]

**Loss**

\[
\begin{align*}
O^+ + XY & \rightarrow O + XY^+ \quad (ii) \\
XY^+ + e & \rightarrow X + Y \quad (iii)
\end{align*}
\]

If \( q \) as before, is the rate of production of electrons and positive ions by photoionisation, \( \langle \text{process (i)} \rangle \), let \( \lambda_1 n(O^+)(XY) \) represent the rate of charge transfer in process \( (ii) \), and
$\lambda_2 n(\text{XY}^+)n(e)$ be the rate of the dissociative recombination in process (iii).

$n(e), n(O^+), n(\text{XY}^+)$ represent the density of electrons, positive atomic oxygen ions, and positive molecular ions respectively.

The equations for the variation of $n(e)$ and $n(O^+)$ are, following MASSEY and BURNOP (1952) and RATCLIFFE (1956),

\[
\frac{dn(O^+)}{dt} = q - \lambda_1 n(O^+)n(\text{XY})
\]

(89)

\[
\frac{dn(e)}{dt} = q - \lambda_2 n(e)n(\text{XY}^+)
\]

(90)

Under equilibrium conditions $\frac{dn(O^+)}{dt} = \frac{dn(e)}{dt} = 0$, and since the numbers of positively and negatively charged particles are equal

\[
n(O^+) + n(\text{XY}^+) = n(e)
\]

(91)

Hence,

\[
q = \frac{\lambda_1 \lambda_2 n(\text{XY}) n^2(e)}{\lambda_1 n(\text{XY}) + \lambda_2 n(e)}
\]

(92)

If (i) $\lambda_1 n(\text{XY}) \gg \lambda_2 n(e)$

\[
q = \lambda_2 n^2(e)
\]

(93)

(ii) $\lambda_1 n(\text{XY}) \ll \lambda_2 n(e)$

\[
q = \lambda_1 n(\text{XY}) n(e)
\]

(94)

Case (i) shows the loss-process to be according to a recombination law since $\lambda_2$ is a constant, and this occurs at heights where $n(\text{XY})$ is large, which is obviously at the lower heights.
Case (ii) occurs where \( n(XY) \) is small, and applies to greater heights, when the loss process will follow an attachment law, since \( n(XY) \) is constant at a given height.

The two equations show that low down the recombination coefficient is approximately independent of height, but higher up when an attachment law is followed, the loss coefficient will decrease with height as \( n(XY) \) decreases with height.

This is exactly what has been found on the analysis of the electron density at constant height. Case (i) will refer to the \( F_1 \) layer where the recombination law operates and \( \alpha \) is independent of height. Case (ii) refers to the \( F_2 \) layer, and although it was not possible to distinguish between the recombination and attachment cases in this eclipse, clearly on theoretical grounds, the attachment law is favoured.

This result also confirms the conclusions of other workers, previously mentioned, that the electron loss process in the \( F_2 \) layer followed an attachment law.

It is thought that the molecule \( XY \) might be \( O_2 \). In this case the loss coefficient would decrease with height in the same way as the number of oxygen molecules decreases with height.

Ratcliffe et al (1956) have deduced that the loss coefficient \( k \) (attachment-like) has the form

\[
k = k_0 \exp \left( \frac{h - h_o}{50} \right)
\]

(95)

and thus decreases with height with a "scale height" of 50 km.
NICOLET and MANGE (1954) have suggested that under the joint effects of photo-dissociation and diffusion O\textsubscript{2} would be distributed with its normal scale height in the F region. Bates (1954) has extrapolated measurements made by rockets to the F region and has concluded that the scale height of N\textsubscript{2} (which would not be much different from O\textsubscript{2}) is about 30 km. The value of 50 km obtained by Ratcliffe et al is more nearly that of 0 on the R model of Bates.

The loss-coefficients obtained from the eclipse measurements very nearly fit the equation

\[ B = B_0 \exp \frac{h - h_0}{28} \]

thus decreasing with a "scale height" of 28, which agrees very well with that of O\textsubscript{2} or N\textsubscript{2} on the Bates R model.

The loss-coefficient deduced from night values.

It is possible to deduce the loss-coefficient, B, from the night time variation of n at constant height. At night q = 0, so

\[ B = \frac{-N}{dn/dt} \]

and consequently B may be calculated from the variation of n at fixed heights during the night.

A glance at Fig. 39 shown that during the night there were times when the electron density increased at some heights especially during the early morning hours.
Fig. 79(a) shows the variation of electron density during the night from 2000 to 0400 hours. In Fig. 79(b), the corresponding $N(t)$ curve is drawn. This shows the variation of electron density at constant height found by averaging the variations from individual nights at each height.

The increases in electron density are not so pronounced in these curves. From 2000 to 0000 hours the electron density at all heights fell fairly uniformly and using equation (97) values of $B$ were calculated for each hour at each height and are shown in Table 24.

<table>
<thead>
<tr>
<th>Time</th>
<th>Height (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>250</td>
</tr>
<tr>
<td>20/2100</td>
<td>7.34</td>
</tr>
<tr>
<td>21/2200</td>
<td>8.95</td>
</tr>
<tr>
<td>22/2300</td>
<td>-</td>
</tr>
<tr>
<td>23/0000</td>
<td>-</td>
</tr>
<tr>
<td>00/0100</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td>8.1</td>
</tr>
</tbody>
</table>

Table 24: Variation of $B \times 10^{-5} \text{sec}^{-1}$ at constant height as deduced from night values.

Table 25 compares these results with those deduced from the eclipse and also those deduced by Ratcliffe et al. (1956) from similar night-time variations.
Figure 79(a) VARIATION OF N AT CONSTANT HEIGHT
DEDUCED FROM MEAN N(h) CURVES.

Figure 79(b) AVERAGE VALUES OF N AT
CONSTANT HEIGHT
Table 25: Comparison of values of B (sec$^{-1}$) at various heights.

The values deduced from the night-time variation of electron density are about 5 times higher than the eclipse values but still lower than the night values of Ratcliffe et al.

Ratcliffe et al have also noted that in years of sunspot minimum the electron density increased at some levels during some part of the night. Their results were therefore based on years of high sunspot number. Table 23 shows that the highest values of B from eclipse measurements are those of Savitt in 1947, a year of high sunspot number, whilst the lowest values of B are those found for this eclipse, a year of low sunspot number. Similar conclusions can be drawn from Table 24 for the night-time variation of electron density. It seems likely, therefore, that movements of electrons, which are known to play an important part in the $F_2$ layer (MARTYN, 1955) are considerably different in years of sunspot
maximum and sunspot minimum and might give the false impression that $B$ varies with sunspot activity.

**Comparison of $E$ and $F_1$ measurements.**

MINNIS (1955, 1956a, b, 1957) has noticed that the simultaneous changes in the $E$ and $F_1$ layer critical frequencies during several eclipses are very similar. If such changes are to be attributed to the occultation or uncovering of bright regions on the solar disc, then it seems likely that the sources of solar ionizing radiation for the two layers are very similar. In fact, Minnis has found that on several eclipses a solar model he has postulated to explain the $E$ layer measurements, can also explain the $F_1$ layer measurements, the position and intensities of the sources being the same for each layer. MINNIS (1956 c) has shown that if this is so, it leads to important conclusion regarding the ratio of the recombination coefficients in the two layers.

If the diurnal variation of the critical frequencies in the $E$ and $F_1$ layers are expressed in the form

$$f_o^E = a \cos^m \chi$$  \hspace{1cm} (98)

and

$$f_o^F_1 = b \cos^n \chi$$  \hspace{1cm} (99)

for a Chapman layer $m = n = \frac{1}{2}$, but it is well-known that the index $m$ and $n$ do not follow the simple Chapman relation. Providing $\chi$ is not too large, equations (98) and (99) can be modified to give a relation between $f_o^E$ and $f_o^F_1$. 
\[ \text{foE} = \frac{am}{bn} \text{foF}_1 + a(1 - m) \]

\[ = A\text{foF}_1 + B \]  

(100)

Fig. 80 shows plots of \(\log \cos \chi\) versus \(\log \text{foE}\) and \(\log \text{foF}_1\) for the three South African stations, and from these graphs it is possible to deduce the constants \(a, b, m\) and \(n\), and consequently \(A\) and \(B\) in equation (100). Table 26 below shows the values of these constants.

<table>
<thead>
<tr>
<th>Station</th>
<th>(a)</th>
<th>(b)</th>
<th>(m)</th>
<th>(n)</th>
<th>(m/b)</th>
<th>(m/n)</th>
<th>(A)</th>
<th>(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grahamstown</td>
<td>3.39</td>
<td>4.44</td>
<td>0.295</td>
<td>0.175</td>
<td>0.76</td>
<td>1.69</td>
<td>1.28</td>
<td>-2.34</td>
</tr>
<tr>
<td>Johannesburg</td>
<td>3.44</td>
<td>4.47</td>
<td>0.30</td>
<td>0.17</td>
<td>0.77</td>
<td>1.76</td>
<td>1.36</td>
<td>-2.62</td>
</tr>
<tr>
<td>Cape Town</td>
<td>3.44</td>
<td>4.41</td>
<td>0.28</td>
<td>0.13</td>
<td>0.73</td>
<td>2.15</td>
<td>1.68</td>
<td>-3.82</td>
</tr>
</tbody>
</table>

Table 26: Constants in equations (98), (99) and (100) deduced from diurnal variation of \(\text{foE}\) and \(\text{foF}_1\)

If during an eclipse the intensities and positions of the sources of ionisation is the same for the two layers, there should be a simple relation between \(\text{foE}\) and \(\text{foF}_1\), as for example in equation (100). Minnis has found that equation (100) holds during an eclipse, but the constants \(A\) and \(B\) are altered. Fig. 31 therefore, shows plots of \(\text{foE}\) against \(\text{foF}_1\) both for the eclipse and for the control days. It is noted that at all three stations the points for the values before the maximum phase do not seem to lie on the same line as those after the maximum phase. In fact, at Grahamstown and Johannesburg these points seem
FIG. 81: $f_{\text{E}}$ vs $f_{\text{F1}}$
strangely out of place. This may have been due to the fact that the $P_1$ layer at all the stations only just began to show itself at the start of the eclipse, and may not have been properly formed until the eclipse was well under way. However, the points after the maximum phase at all three stations lie very nicely on a straight line. It is at once noticed that the constants $A$ and $B$ for these lines are somewhat different from the control values. Using subscripts $E$ and $C$ to denote the eclipse and control values of $A$ and $B$, Table 27 shows these values derived from Fig. 81.

<table>
<thead>
<tr>
<th>Station</th>
<th>$A_E$</th>
<th>$B_E$</th>
<th>$A_C$</th>
<th>$B_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grahamstown</td>
<td>0.75</td>
<td>+0.01</td>
<td>1.31</td>
<td>-2.46</td>
</tr>
<tr>
<td>Johannesburg</td>
<td>0.73</td>
<td>-0.03</td>
<td>1.38</td>
<td>-2.74</td>
</tr>
<tr>
<td>Cape Town</td>
<td>0.70</td>
<td>+0.12</td>
<td>1.60</td>
<td>-3.60</td>
</tr>
</tbody>
</table>

Table 27: Values of $A$ and $B$ deduced from eclipse and control data

During the eclipse the value of $B$ has become almost negligible, which indicates that $m = n$, and Minnis has concluded that both layers respond in almost the same way to changes in the intensity of the ionising radiation. The fact that $m = n$ during the eclipse indicates that the index of $\cos \chi$ has become the same for each layer. This could perhaps be explained by a change in $q_0$ in the $P_1$ layer due to the layer maximum changing its height. If $q_0$ is assumed a constant, then the index of $\cos \chi$ would
change. However, Minnis has assumed that the fractional obscuration of the ionising radiation is the same for both the E and F₁ layers as a result. Consequently, he has been able to show (MINNIS, 1956c) that the ratio of the recombination coefficients, the rates of electron production are given by

\[
R = \frac{\lambda_F}{\lambda_E} = \frac{q_0 F_1}{q_0 E} = \sqrt{\frac{(q_0/\lambda) F_1}{(q_0/\lambda) E}} = \frac{b^2}{a^2}
\]

Thus it may be concluded that

\[
\lambda_{F_1} = \lambda_E \left(\frac{a}{b}\right)^2
\]

Now a/b is tabulated in Table 26 for the three stations as deduced from the diurnal variation. Since B is almost zero, the value of A during the eclipse also corresponds to a/b. Table 27 shows that these values are not significantly different from those deduced from control data. Taking the average value of a/b as 0.75, thus

\[
\lambda_{F_1} = 0.56 \lambda_E
\]

Two values of \(\lambda_E\) were deduced in Part 1(a) according to two different solar models. In the first instance, if it is assumed that all the radiation comes from the visible disc, \(\lambda_E = 1.5 \times 10^{-3} \text{ cm}^3 \text{ sec}^{-1}\), and consequently

\[
\lambda_{F_1} = 9.4 \times 10^3 \text{ cm sec}^{-1}
\]

If 15% comes from outside the solar disc, \(\lambda_E = 4 \times 10^{-3} \text{ cm}^3 \text{ sec}^{-1}\) and thus,
\[ \alpha_{11} = 2.2 \times 10^{-8} \text{ cm}^3 \text{ sec}^{-1} \]. However, it seems that serious errors may be introduced when dealing only with critical frequencies in the \( F_1 \) and these would be eliminated to a certain extent by considering the changes in electron density at various heights. The results from Grahamstown are inconclusive since the values of \( \text{foF}_1 \) are extrapolated for an hour during the middle of the eclipse. \( M(n) \) curves were not deduced for the other two stations.

**Radiation from outside the visible disc.**

If the conclusions of Minnis that the fractional obscuration of the ionising radiation is the same for the \( E \) and \( F_1 \) layers is accepted, it seems that this conclusion should also apply to the \( F_2 \) region. It has already been mentioned that it seems likely that the \( F_1 \) and \( F_2 \) layers are formed by the same ionising radiation of the same ionisable constituent. Figs. 75 and 76 for the \( F_2 \) layer at various heights show that the solar model with west limb brightening would hardly account for the changes in electron density. In fact, it would seem more likely that these were darkening at the west limb! However, the model in which 15% of the radiation comes from outside the visible disc was applied to the \( F_2 \) region to see if any better fit to the results could be obtained. The resulting theoretical curves for various values of \( B \) were hardly different from those shown in Fig. 75, except that the values of \( B \) at each height were approximately twice as large as those deduced.
for a uniformly radiating disc. No closer fit could be obtained and the resulting values of \( B \) are still lower than those of any other previous estimates. Since movements are known to play an important part in the \( F_2 \) layer, it seems clear that some considerable movement of electrons must have taken place. THOMAS and ROBBINS (1956) have shown that the movements in the \( F_2 \) layer during several eclipses were similar to those which took place during the 24 hours of the day.

** Movements in the \( F_2 \) layer during the eclipse. **

If movements of electrons take place in the \( F_2 \) layer, the ionospheric continuity equation at any height must be modified to

\[
\frac{dn}{dt} = q_0 - Bn - M
\]

(104)

where \( M = \frac{d(nw)}{dh} \)

and \( w \) represents the upward transport velocity of electrons.

As will be seen in Part III of this thesis, there is reason to believe from an analysis of the control data that the \( F_2 \) region is an isothermal region of constant scale height so that \( q \) will be given by Chapman's equation

\[
q = q_0 \exp \left( 1 - Z - e^{-Z} \sec \chi \right)
\]

(105)

where \( q_0 \) = rate of production of electrons for \( \chi = 0^0 \)

and \( Z = \frac{h - h_0}{h} \)
where \( h_0 \) is the height referring to \( q_0 \), and \( H \) is the scale height of the atmospheric constituent ionised.

By making assumptions as to \( q_0, h_0 \) and \( H \), and the variation of \( q_0 \) during the eclipses, it is possible to deduce the magnitude of \( M \). This has been considered for five different eclipses by Thomas and Robbins (1956). The purpose of this section is to compare the movements that might have occurred during this eclipse with those deduced by Thomas and Robbins. It seems best, therefore, to make the same assumptions as they have made for the purpose of comparison with their results.

It is assumed that \( B \) has a variation with height determined by Ratcliffe et al (1956).

\[
B = 10^{-4} \frac{4}{50} (200 - h) \text{sec}^{-1} \tag{106}
\]

\[
Z = \frac{h - 180}{45} \tag{107}
\]

and \( q_0 = 290 (1 + 1.4 \times 10^{-2} \bar{R}) \text{ cm}^{-3} \text{sec}^{-1} \tag{108} \)

where \( \bar{R} \) is the monthly average relative Zurich sunspot number.

These assumptions imply that the \( F_1 \) and \( F_2 \) layers owe their origin to the same source of ionising radiation whose peak of electron production occurs at the \( F_1 \) layer maximum. The values of \( q_0 \) imply that \( \mathcal{L}_{F_1} = 5 \times 10^{-9} \text{ cm}^3 \text{sec}^{-1} \), and that the peak of the \( F_1 \) layer occurs at 180 km when \( \chi = 0^\circ \).

From the control data, using the noon values of \( N \) for the
F layer, and \( \lambda = 5 \times 10^{-9} \text{ cm}^3\text{ sec}^{-1} \).

\[ q_0 = 301 \text{ cm}^{-3}\text{ sec}^{-1} \]

and \( h_o = 205 \text{ km} \).

For December, 1954, \( R = 10 \) and hence \( q_0 \) as deduced from equation (108) is 319 cm\(^{-3}\) sec\(^{-1}\). The absolute values of \( M \) may therefore not apply to the control and eclipse readings in this case if the values of Ratcliffe et al are used, but by evaluating \( (M_E - M_C) \) the difference in the movement terms for the eclipse and control days, the assumptions made do not affect the analysis. During the eclipse it is assumed that the sun is a uniformly radiating disc and \( q \) must be replaced by \( q_0 \).

Fig. 82 (a) shows the magnitudes of \( M \) for the control and eclipse days using equation (104), whilst Fig. 82(b) shows \( \Delta M = M_E - M_C \), the difference in the movement term for the eclipse and control days. The resulting curves show that the movements which occurred during this eclipse are again similar to those analysed by Thomas and Robbins. This seems to indicate that such movements have some real significance.

Temperature variation during the eclipse.

The movements described in the previous section might possibly be attributed to temperature changes in the \( F_2 \) layer. Assuming that the loss coefficient follows an attachment law in the \( F_2 \) layer with values of \( N \) as in equation
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(106), and that \( \alpha \) in the \( F_1 \) layer is \( 5 \times 10^{-9} \text{cm}^3\text{sec}^{-1} \), it is possible to evaluate \( q \) for each height in the \( F \) region and consequently determine the "shape" of the ionising layer. Variations in \( q \) from simple Chapman theory might then be attributed to temperature changes. Fig. 83(a) shows \( q \) versus height curves for various times on the control days, and Fig. 83(b) shows the corresponding \( q(h) \) curves for the eclipse.

The control day \( q(h) \) curves show that the layer is somewhat similar to a Chapman layer. However, the eclipse curves show some remarkable features. Although the curves for 0745, 0800, and 0815 are extrapolated in the \( F_1 \) region, they show that during the eclipse the layer became very thick, and that the height of the maximum rate of electron production rose during the middle of the eclipse. GLEDBHILL and SZENDREI (1947a, 1950) have considered the effect of a temperature gradient on a simple Chapman layer. A glance at the curves drawn by Gledhill and Szendrei shows that to distort the layer in this fashion would require (a) an increase in temperature at the base of the layer, and (b) a considerable increase in the temperature gradient.

To explain these movements therefore, on temperature changes means that there must have been a considerable increase of temperature during the eclipse, which must be rejected on grounds of common-sense. The alternative explanation put forward by Thomas and Robbins relates the movements to the
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effect of the eclipse in the lower parts of the ionosphere. The eclipse might decrease the conductivity of that part of the ionosphere in which the geomagnetic \( S_q \) currents flow, and as a result, an electrostatic polarisation might be built up in this region which would produce a field in the \( F_2 \) layer. This field, crossed with the earth's magnetic field, would cause the layer to move.

However, such movements must be viewed with caution at the present time. The work of MUNRO and HEISLER (1958) has shown that due to the curvature produced in the ionosphere during an eclipse, reflections may be returned from points other than the vertical. GLEDHILL (1958) has shown that the reflections may quite reasonably have taken rather a devious path through the ionosphere. As has been pointed out by Munro and Heisler, and by Gledhill, this indicates that the scaling methods of KELSO (1952) and others are not valid during an eclipse. These apparent movements might therefore only be errors introduced by the application of Kelso's method of deducing \( N(h) \) profiles.

Conclusions.

An analysis of the variations in electron density at fixed heights in the \( F \) region has shown that in the \( F_1 \) layer a recombination type of electron-loss process is followed, the recombination coefficient being independent of height. In the \( F_2 \) layer both a recombination and attachment law seem possible, and in both cases the
coefficients deduced decrease in a regular manner with height. On theoretical grounds the attachment law is favoured. Although the values deduced are somewhat lower than those of other workers, they indicate that it is possible that the F₁ and F₂ layers might be formed by the same radiation ionising the same constituent, but that a second maximum of electron density is produced above the F₁ layer due to the rapid decrease of the loss-coefficient with height. Comparison with the loss-coefficients deduced from the night-time variation of electron density at fixed heights again gives values lower than previously estimated.

Apparently considerable movement of electrons must have taken place in the F₂ layer during the eclipse and it is found that they are similar to those estimated by Thomas and Robbins. An explanation of these movements in terms of temperature variations must be rejected.

Following the recent work of Munro and Heisler, and of Gledhill, it appears that the use of Kelso's method of deducing N(h) profiles during an eclipse is not valid, and therefore further analyses of F₂ layer eclipse measurements using this method must be viewed with caution.
PART III

(a) Theory of layer formation in an atmosphere in which the loss-coefficient varies with height.

Introduction.

The original theory of the formation of an ionised layer in the upper atmosphere is that due to CHAPMAN (1931a, b). Although this theory makes many simplifying assumptions, it has served as a basis for the study of the ionospheric layers. It is known that the E and F₁ layers approximate to a "Chapman" layer, but the behaviour of the F₂ layer cannot be accounted for on such a simple theory. Several modifications to Chapman's theory have been put forward to account for the behaviour of the F₂ layer. In particular, CLENDINN and SZEMPREI (1947a, 1950) ascribed the variations to expansion of the atmosphere due to heating by rejecting the assumption of an isothermal atmosphere, and assuming that the temperature increased linearly with height. MARTYN (1947a, b) has put forward a "drift theory" in which the abnormal behaviour of the F₂ layer is attributed to the polarisation S (electrostatic) field, associated with the production of the currents in the "dynamo" region of the ionosphere responsible for the observed magnetic variations.

The variation of the recombination coefficient with height has been considered theoretically by CHAPMAN (1954) and applied to the D and E regions. NICOLLET (1951),
MITRA (1952) and APPLETON and LYON (1955) have considered the effect of the variation of the scale height and the recombination coefficient with height theoretically. Recently RATCLIFFE (1956) has considered the effect of the variation of an attachment-like loss coefficient with height, following the work of RATCLIFFE et al (1956) on the electron loss process in the $F_2$ region. The latter theory is most consistent with the current theoretical ideas on the mechanism of electron-loss in the $F_2$ region. However, Ratcliffe's theory has only served to show theoretically how some behaviour of the $F$ region can be accounted for. In this section Chapman's theory of layer formation in an isothermal atmosphere will be extended to include the variation of both a recombination and attachment-like loss coefficient with height in the $F_2$ region. Equations are derived which are easily applied to the control data obtained for comparison with the eclipse measurements.

**Chapman's Theory.**

It is not necessary here to deduce the basic equations for Chapman's Theory, but the essential results show that for an isothermal atmosphere in which the number of molecules decreases exponentially with height, the density of molecules at a height $h$ is given by

$$n' = n_o' \exp \left(-\frac{h-h_0}{H}\right)$$ (169)
where \( n_0' \) is the number of molecules per \( \text{cm}^3 \) at height \( h_0 \), and \( H \) is the scale height of the atmospheric constituent, and

\[
H = \frac{kT}{mg}
\]

(110)

where \( k \) = Boltzmann's constant
\( T \) = absolute temperature
\( m \) = molecular mass
\( g \) = acceleration due to gravity.

If \( I \) is the intensity of a beam of monochromatic radiation at a height \( h \) in such an atmosphere, then \( q \), the number of ion pairs produced per \( \text{cm}^3 \) per sec at height \( h \), is

\[
q = \frac{\beta n_0' I}{w}
\]

(111)

where \( \beta \) = atomic absorption coefficient (in \( \text{cm}^2 \))
\( w \) = energy absorbed in ionising one molecule

Then it can easily be shown that

\[
q = \beta n_0' I_\infty \exp \left\{ \frac{h-h_0}{H} - n_0' \beta H \sec \chi \exp \left[ -\frac{h-h_0}{H} \right] \right\}
\]

(112)

where \( I_\infty \) = intensity of the radiation at \( h = \infty \)
\( \chi \) = solar zenith distance.

Layer formation.

The rate of increase of electron density at a height \( h \) can be written as before

\[
\frac{dn}{dt} = q - \lambda n^2
\]

(113)
if the loss process follows a recombination law, or
\[
\frac{dn}{dt} = q - Bn
\] (114)

if the loss process follows an attachment law. According to Chapman these equations cannot be solved explicitly. It is necessary to impose the condition that \( \frac{dn}{dt} = 0 \), which will refer to the middle part of the day. It is also necessary to make some assumption regarding the manner in which \( \lambda \) or \( B \) varies with height. The variation of these quantities with height as deduced from the eclipse measurements, very nearly follow an exponential variation with height.

Writing
\[ \lambda = \lambda_0 \exp - \delta (h - h_a) \] (115)

where \( \lambda_0 \) is the value of \( \lambda \) at height \( h_a \) and \( \delta \) is a constant, and
\[ B = B_0 \exp - \int (h - h_b) \] (116)

where \( B_0 \) is the value of \( B \) at height \( h_b \), and \( \int \) is a constant. Three cases may be considered.

Case I
\[ \lambda = \lambda_0 \], which refers to the \( F_1 \) layer, and the layer is a simple Chapman layer, and thus
\[
n_1^2 = \frac{n}{\lambda_0} = A \lambda_0 \exp \left[ - \frac{h-h_a}{H} - \frac{1}{P} \exp \left( - \frac{h-h_o}{H} \right) \right] \] (117)

where \( A = \frac{n_0 \beta}{\omega} \) and \( P = \frac{n_0 \beta}{n_0 \beta_H} \cos \chi \)

The maximum electron is simply found by equating
\[ \frac{dn}{dh} = 0 \] and the resulting equations deduced by Chapman are:

\[ n_1^2 = \frac{AF}{\ell_0} \exp (-1) \] (118)

and \[ h_{M1} = h_0 - H \log_e P \] (119)

where \( n_1 \) refers to the maximum electron density in Case I and \( h_{M1} \) is its corresponding height.

**Case II**

\[ \lambda = \lambda_0 \exp (- (h-h_a)) \]

Then \[ n_2^2 = \frac{A}{\lambda} = \frac{A}{\lambda_0} \exp \delta (h-h_a) \exp \left[ - \frac{h-h_0}{H} - \frac{1}{F} \exp \left( - \frac{h-h_0}{H} \right) \right] \]

\[ \frac{dn}{dh} = \frac{n_2}{2} \left[ \delta - \frac{1}{H} + \frac{1}{FH} \exp \left( - \frac{h-h_0}{H} \right) \right] \]

\[ = 0 \]

Thus \[ \frac{1}{FH} \exp \left( - \frac{h-h_0}{H} \right) = \frac{1}{H} - \delta \]

\[ \exp \left( - \frac{h-h_0}{H} \right) = P(1 - \delta H) \]

Since \( h \) refers to the height of the maximum thus,

\[ \frac{h_{M2} - h_0}{H} = - \log_e P (1 - \delta H) \]

\[ h_{M2} = h_0 - H \log_e P (1 - \delta H) \] (121)

Substituting this in equation (120)

\[ n_2^2 = \frac{AF}{\lambda_0} (1 - \delta H) \exp \left( \delta (h_{M2} - h_a) - (1 - \delta H) \right) \] (122)
Case III

\[ \frac{dn}{dh} = n_3 \left[ f - \frac{1}{h} + \frac{1}{F_0 H} \exp \left( - \frac{h-h_0}{H} \right) \right] = 0 \]

Thus the equation for \( h_{M3} \) is the same as for \( h_{M2} \) except \( f \) replaces \( f \) i.e.

\[ h_{M3} = h_0 - H \log_e (1 - f H) \]  

(124)

and

\[ N_3 = \frac{A_F}{B_0} (1 - f H) \exp \left[ f (h_{M3} - h_0) - (1 - f H) \right] \]  

(125)

Application of theory to control data

Three useful equations emerge from the theory, in each case considered, which give the values of three quantities which can be read off from the mean electron density-height distributions determined for each time of day in Part I. The three quantities are \( n \), the electron density at height \( h \); \( N \), the maximum electron density, and \( h_M \), its corresponding height. By taking the ratios of \( \frac{n^2}{N^2} \) in cases I and II, and \( \frac{n}{N} \) in case III, most of the constants can be eliminated and the resulting equations are:

Case I

\[ \log_e \left( \frac{n_1}{N_1} \right)^2 = 1 + \frac{h_{M1} - h}{H} - \exp \frac{h_{M1} - h}{H} \]  

(126)
Case II

\[ \log_e \left( \frac{n_2}{N_2} \right)^2 = \frac{h_{M2} - h}{H} + (1 - \delta H) \left[ 1 - \exp \frac{h_{M2} - h}{H} \right] - \delta (h_{M2} - h) \]  

(127)

Case III

\[ \log_e \left( \frac{n_3}{N_3} \right)^2 = \frac{h_{M3} - h}{H} + (1 - f H) \left[ 1 - \exp \frac{h_{M3} - h}{H} \right] - f (h_{M3} - h) \]  

(128)

In case I, which can be applied to the F₁ layer, all the parameters except H can be determined from the experimental data and consequently the value of H can be calculated.

In cases II and III there are two unknowns, \( \delta \) or \( f \) and H. By making some assumption as to the value of \( \delta \) or \( f \) H may again be determined. These two cases will apply to the F₂ layer.

Case I

By plotting a graph of \( \log_e \left( \frac{n_1}{N_1} \right)^2 \) versus \( \frac{h_{M1} - h}{H} \) it is possible to deduce the value of H. For each time of day the value of \( n_1 \) corresponding to a height \( h \) can be read off the control distribution of electrons with height, as can \( N_1 \). The value of \( \frac{h_{M1} - h}{H} \) is then read off the graph corresponding to \( \log_e \left( \frac{n_1}{N_1} \right)^2 \). Knowing \( h_{M1} \) and \( h \), H can be found. A plot of \( \log_e \left( \frac{n_1}{N_1} \right)^2 \) versus \( \frac{h_{M1} - h}{H} \) is shown.
in Fig. 84.

This case was applied as a matter of interest to both the $F_1$ and $F_2$ layers. In both layers two values of $h$ were chosen. In the $F_1$ layer the value of $n_1$ at $h = 160$, 180 km were compared with $N_1$, and in the $F_2$ layer $h = 240$ and 260 km were used. Table 28 shows the values of $H$ deduced by this method for the $F_1$ layer, and Table 29, the values of $H$ for the $F_2$ layer.

<table>
<thead>
<tr>
<th>Time</th>
<th>$H(h = 160 \text{ km})$</th>
<th>$H(h = 180 \text{ km})$</th>
<th>Mean $H(\text{km})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0700</td>
<td>45.6</td>
<td>43.1</td>
<td>44.4</td>
</tr>
<tr>
<td>0800</td>
<td>58.5</td>
<td>60.0</td>
<td>59.2</td>
</tr>
<tr>
<td>0900</td>
<td>65.0</td>
<td>57.5</td>
<td>61.3</td>
</tr>
<tr>
<td>1000</td>
<td>79.0</td>
<td>78.4</td>
<td>78.7</td>
</tr>
<tr>
<td>1100</td>
<td>80.3</td>
<td>74.5</td>
<td>77.4</td>
</tr>
<tr>
<td>1200</td>
<td>72.9</td>
<td>75.6</td>
<td>74.3</td>
</tr>
<tr>
<td>1300</td>
<td>69.3</td>
<td>59.5</td>
<td>64.4</td>
</tr>
<tr>
<td>1400</td>
<td>72.5</td>
<td>61.5</td>
<td>66.0</td>
</tr>
<tr>
<td>1500</td>
<td>59.0</td>
<td>75.4</td>
<td>67.2</td>
</tr>
<tr>
<td>1600</td>
<td>56.9</td>
<td>55.2</td>
<td>56.0</td>
</tr>
<tr>
<td>1700</td>
<td>45.1</td>
<td>39.2</td>
<td>42.1</td>
</tr>
</tbody>
</table>

Table 28: Values of $H$ for $F_1$ layer, Case I
Table 29: Value of $H$ for $F_2$ layer, Case I

The value of $\delta$ and $\int$ must be established before the determination of $H$ can be made in these two cases. The values of $\alpha$ and $B$ deduced from the eclipse were found to follow the equations:

$$\alpha = \alpha_0 \exp \left( - \frac{h-h_0}{25} \right)$$

whence $\delta = 0.040 \text{ km}^{-1}$

and $B = B_0 \exp \left( - \frac{h-h_B}{28} \right)$

whence $\int = 0.036 \text{ km}^{-1}$
FIG. 84  \( \log_e \left( \frac{N_1^{2}}{N_1} \right) \) vs \( \frac{h_{M1} - h}{H} \)

FIG. 85  \( \log_e \left( \frac{h_{M2}^{2}}{N_2} \right) \) vs \( \frac{h_{M2} - h}{h_{M1} - h} \) for \( \delta \) or \( \gamma = 0.04 \)
<table>
<thead>
<tr>
<th>Time</th>
<th>$H(h=240\ km)$</th>
<th>$H(h=260\ km)$</th>
<th>Mean $H(km)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0700</td>
<td>22.4</td>
<td>20.0</td>
<td>21.2</td>
</tr>
<tr>
<td>0800</td>
<td>23.0</td>
<td>21.8</td>
<td>22.4</td>
</tr>
<tr>
<td>0900</td>
<td>23.1</td>
<td>22.5</td>
<td>22.8</td>
</tr>
<tr>
<td>1000</td>
<td>23.2</td>
<td>22.9</td>
<td>23.0</td>
</tr>
<tr>
<td>1100</td>
<td>23.1</td>
<td>22.7</td>
<td>22.9</td>
</tr>
<tr>
<td>1200</td>
<td>23.0</td>
<td>23.0</td>
<td>23.0</td>
</tr>
<tr>
<td>1300</td>
<td>23.2</td>
<td>22.9</td>
<td>23.0</td>
</tr>
<tr>
<td>1400</td>
<td>22.6</td>
<td>22.0</td>
<td>22.3</td>
</tr>
<tr>
<td>1500</td>
<td>22.1</td>
<td>21.0</td>
<td>21.5</td>
</tr>
<tr>
<td>1600</td>
<td>22.3</td>
<td>21.6</td>
<td>21.9</td>
</tr>
<tr>
<td>1700</td>
<td>22.0</td>
<td>20.5</td>
<td>21.2</td>
</tr>
</tbody>
</table>

Table 30: Values of $H$ for $\zeta = 0.04\ \text{km}^{-1}$, $F_2$ layer in Case II

<table>
<thead>
<tr>
<th>Time</th>
<th>$H(h=240\ km)$</th>
<th>$H(h=260\ km)$</th>
<th>Mean $H(km)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0700</td>
<td>23.5</td>
<td>22.5</td>
<td>23.0</td>
</tr>
<tr>
<td>0800</td>
<td>23.9</td>
<td>23.5</td>
<td>23.7</td>
</tr>
<tr>
<td>0900</td>
<td>23.9</td>
<td>23.7</td>
<td>23.8</td>
</tr>
<tr>
<td>1000</td>
<td>23.7</td>
<td>23.8</td>
<td>23.8</td>
</tr>
<tr>
<td>1100</td>
<td>23.9</td>
<td>23.7</td>
<td>23.8</td>
</tr>
<tr>
<td>1200</td>
<td>23.9</td>
<td>23.8</td>
<td>23.9</td>
</tr>
<tr>
<td>1300</td>
<td>24.0</td>
<td>23.8</td>
<td>23.9</td>
</tr>
<tr>
<td>1400</td>
<td>23.7</td>
<td>23.4</td>
<td>23.6</td>
</tr>
<tr>
<td>1500</td>
<td>23.3</td>
<td>23.0</td>
<td>23.2</td>
</tr>
<tr>
<td>1600</td>
<td>23.5</td>
<td>23.5</td>
<td>23.5</td>
</tr>
<tr>
<td>1700</td>
<td>23.3</td>
<td>22.9</td>
<td>23.1</td>
</tr>
</tbody>
</table>

Table 31: Values of $H$ for $\zeta = 0.04\ \text{km}^{-1}$, $F_2$ layer in Case III
in the F\textsubscript{2} region than had previously been supposed. Therefore, it seems that as the values of the scale height deduced here are even lower than Bates' estimates, they are not acceptable. It is probable that the "gradient" of the loss coefficients $\delta$ and $\gamma$ have too large a value.

It is noted that the method of applying the theory deals only with the shape of the layer. It is not necessary to make any assumptions regarding the absolute values of the loss coefficient, but only the manner in which it decreases with height. In the F\textsubscript{1} layer, again no assumptions are made as to the value of the loss coefficient. In this case the scale heights deduced are at least twice as high as those for the F\textsubscript{2} layer. In addition, there is some evidence for an increase in temperature towards midday. The main point, however, is that the scale height appears to decrease with increasing altitude which is contrary to any model atmosphere yet proposed. For even if the temperature were constant in the F region as a whole, the mean molecular mass must decrease due to dissociation at higher altitudes causing an increase in the scale height. One can only conclude that the temperature decreases from the F\textsubscript{1} to the F\textsubscript{2} regions. The more likely explanation seems to be that the values of $\delta$ and $\gamma$ deduced from the eclipse measurements are wrong. The value of $\gamma$ deduced by RATCLIFFE et al (1956) is 0.02 km\textsuperscript{-1}, and is more reliable than that.
deduced from the eclipse measurements, since it is the mean of many readings at several places during different seasons and epochs of the solar cycle.

Taking \( J \) to be 0.02 \( \text{km}^{-1} \), the control readings were applied in Case III again. However, Fig. 85 has to be redrawn for this different value of \( J \). The resulting plots of \( \log \left( \frac{N_2}{N_3} \right) \) versus \( (h - h) \) for different values of \( H \) are shown in Fig. 86. The control values were then applied as before and the resulting values of \( H \) are shown in Table 32.

<table>
<thead>
<tr>
<th>Time</th>
<th>( H(h=240 \text{ km}) )</th>
<th>( H(h=260 \text{ km}) )</th>
<th>Mean ( H(\text{km}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0700</td>
<td>39.2</td>
<td>35.0</td>
<td>37.1</td>
</tr>
<tr>
<td>0800</td>
<td>41.0</td>
<td>39.0</td>
<td>40.0</td>
</tr>
<tr>
<td>0900</td>
<td>41.4</td>
<td>40.0</td>
<td>40.7</td>
</tr>
<tr>
<td>1000</td>
<td>39.3</td>
<td>40.9</td>
<td>40.1</td>
</tr>
<tr>
<td>1100</td>
<td>40.6</td>
<td>40.0</td>
<td>40.3</td>
</tr>
<tr>
<td>1200</td>
<td>40.1</td>
<td>41.2</td>
<td>40.6</td>
</tr>
<tr>
<td>1300</td>
<td>40.7</td>
<td>40.4</td>
<td>40.6</td>
</tr>
<tr>
<td>1400</td>
<td>39.5</td>
<td>38.3</td>
<td>38.9</td>
</tr>
<tr>
<td>1500</td>
<td>38.0</td>
<td>36.4</td>
<td>37.2</td>
</tr>
<tr>
<td>1600</td>
<td>39.0</td>
<td>38.5</td>
<td>38.8</td>
</tr>
<tr>
<td>1700</td>
<td>38.3</td>
<td>36.3</td>
<td>37.3</td>
</tr>
</tbody>
</table>

Table 32: Values of \( H \) for \( J = 0.02 \text{ km}^{-1} \), \( F \) layer in Case III

The values deduced for \( J = 0.02 \text{ km}^{-1} \) are somewhat higher than those for \( J = 0.04 \text{ km}^{-1} \), but are more consistent with the \( R \) model of Bates. RATCLIFFE et al.
(1956) have deduced $H = 45$ km from $F_2$ measurements, and the values here are about 5 km lower. If it is assumed that atomic oxygen is the active ion in the $F$ region then according to Bates’ $R$ model it will have a scale height of 52 km. $N_2$ will have a scale height of about 30 km, whereas the mean scale height on the $R$ model is about 33 km. The reduction in the scale height as deduced here is probably due to the fact that some of the $N_2$ molecules are ionised, causing a reduction in the scale height of the ionisable constituent from that of atomic oxygen. The approximate value of 40 km obtained here would indicate that about 8% of the ions were $N_2$ ions, which is probably a not unreasonable value, since obviously some $N_2$ molecules are bound to be ionised. A mean scale height of 45 km would indicate that only about 4% of the ions were $N_2$ ions. The values of $H$ obtained remain fairly constant throughout the day. Apparently $H$ increases towards midday, but this is probably due to neglect of the term $\frac{dn}{dt}$ in the theory, which is not valid in the early morning or late afternoon. The results also show that the $F_2$ region approximates to an isothermal atmosphere which is also consistent with the $R$ model of Bates.

However, the scale height is still lower in the $F_2$ region than in the $F_1$ region, which does not agree with Bates. This is in all likelihood due to the fact that the $F_1$ layer does not lie in an isothermal atmosphere, but there is a
FIG: 86  $\log_e(N^3) \text{ vs } (h_{M3} - h)$ for $j = 0.02$.

FIG: 87  $(B/H)^2 \text{ vs } H_0$.
temperature gradient in the layer. The model of Bates indicates a gradient of $5^\circ\text{K}$ per km in this region. In this case the modified form of Chapman's equations due to Gledhill and Szendrei (1947a, 1950) will apply. To consider how such a gradient will affect the values of $H$ deduced for the $F_1$ layer, a modified version of Gledhill and Szendrei's theory will be developed and applied to this region.

**Temperature gradient in the $F_1$ layer.**

The theory developed by Gledhill and Szendrei does not lend itself easily to the computation of the scale height in an ionospheric layer. The method involves the assumption of a mean molecular mass, with the consequent deduction of the temperature gradient and temperature at the base of the layer. The scale height so deduced thus only applied to the one particular value of the molecular mass. However, the theory can be modified so as to include the scale height and the "scale height gradient", and thus the temperature can be deduced for any value of the molecular mass. It is necessary therefore, to derive the equations of Gledhill and Szendrei on this basis.

**Distribution of molecules with height.**

The atmospheric pressure $p$ is governed by the stactical equation

$$dp = - gn'm \, dh$$

(131)

where $m$ is the mean molecular mass.
n' is the molecular density
\( g \) is the acceleration due to gravity.

The pressure can also be expressed by the equation of a perfect gas

\[
p = n'kT = \frac{\rho}{m}kT
\]

(132)

where \( k = \) Boltzmann's constant
\( \rho = \) density of gas
\( T = \) absolute temperature

Thus \( dp = kTdn' + kn'dT \)

and

\[
\frac{dp}{p} = \frac{dn'}{n'} + \frac{dT}{T}
\]

(133)

\[
= -dh \frac{\rho}{kT}
\]

\[
= -\frac{dh}{H}
\]

(134)

Since \( H = \frac{kT}{mg} \)

\[
dH = \frac{k}{mg}dT = \frac{Hdt}{T}
\]

\[
\therefore \quad \frac{dH}{H} = \frac{dT}{T}
\]

(135)

where \( m \) and \( g \) are considered to be constant, and from equations (133) and (135)

\[
\frac{dn'}{n'} = -\left( \frac{dh}{H} + \frac{dH}{H} \right)
\]

(136)

Let

\[
H = H_0 + \sqrt{(h-h_0)}
\]

(137)

where \( \sqrt{ } \) = scale height gradient
\[ H_0 = \text{scale height at } h = h_0 \]
\[ \frac{dH}{dh} = 1 \]
and \[ \frac{dn'}{n'} = - \left( \frac{dH}{H} + \frac{dH}{H} \right) \]
\[ = - \frac{dH}{H} \left( 1 + \frac{1}{Y} \right) \quad (138) \]

Integrating this equation gives the height distribution of molecules, i.e.
\[ \int_{n_o'}^{n'} \frac{dn'}{n'} = - \int_{H_0}^{H} \frac{dH}{H} \left( 1 + \frac{1}{Y} \right) \]
where \( n_o' \) is the molecular density at height \( h_0 \).

Thus \[ \log_e \frac{n'}{n_{0'}} = \left( 1 + \frac{1}{Y} \right) \log_e \frac{H}{H_0} \]
and \[ n' = n_{0'} \left( \frac{H}{H_0} \right)^{\left( 1 + \frac{1}{Y} \right)} \quad (139) \]

Intensity of radiation at height \( h \)

Assuming as usual that the radiation is monochromatic, at height \( h \) let the intensity be \( I \) and at height \( h + dh \), \( I + dI \). It follows that the fraction of \( I \) absorbed in passing through height \( dh \) is
\[ dI = \beta n'I \sec \chi dh \quad (140) \]
where \( \beta \) is the atomic absorption coefficient.

\( \chi \) is the solar zenith distance.

Thus
\[ \int_{I_0}^{I} \frac{dI}{I} = \beta \sec \chi n_{0'} \int_{H_0}^{H} \left( \frac{H}{H_0} \right)^{-\left( 1 + \frac{1}{Y} \right)} \]
and
\[ I = I_\infty \exp \left\{ \beta n' \sec \gamma \int_0^\infty \left( 1 + \left( \frac{h-h_o}{H_0} \right)^{1+\frac{1}{\gamma}} \right) \, dh \right\} \]
\[ = I_\infty \exp \left\{ - \beta n' \sec \gamma H_0 \left( 1 + \left( \frac{h-h_o}{H_0} \right)^{-1/\gamma} \right) \right\} \tag{141} \]

Rate of ion production

Equation (111) shows as before that the rate of ion production \( q \) is given by
\[ q = \frac{\beta I n'}{w} \]
\[ = \frac{\beta I n_o'}{w} \left( \frac{H}{H_o} \right)^{-1+\frac{1}{\gamma}} \exp \left\{ - \frac{1}{F} \left( 1 + \left( \frac{h-h_o}{H_0} \right)^{-1/\gamma} \right) \right\} \]
\[ = A \left( \frac{H}{H_o} \right)^{-1+\frac{1}{\gamma}} \exp \left\{ - \frac{1}{F} \left( \frac{H}{H_o} \right)^{-1/\gamma} \right\} \tag{142} \]

where
\[ A = \frac{\beta I_\infty n_o'}{w} \]
and
\[ F = \frac{\cos \gamma}{n_o' H_o} \]

Layer formation

In the \( F_1 \) layer the electron loss process follows a recombination law and consequently the rate of increase of electron density is given by
\[ \frac{dn}{dt} = q - an^2 \]

Assuming again that \( \frac{dn}{dt} = 0 \),
\[ n^2 = A \left( \frac{H}{H_o} \right)^{-1+\frac{1}{\gamma}} \exp \left\{ - \frac{1}{F} \left( \frac{H}{H_o} \right)^{-1/\gamma} \right\} \tag{143} \]

The maximum value of \( n \) occurs when \( \frac{dn}{dh} = 0 \), so that
\[ \frac{dn}{dh} = \frac{n}{2H} \left\{ \frac{1}{F \left( \frac{H}{H_0} \right)^{-1/\gamma}} - \gamma (1 + \frac{1}{\gamma}) \right\} = 0 \]

Thus the condition for a maximum is
\[ \frac{1}{F \left( \frac{H}{H_0} \right)^{-1/\gamma}} = 1 + \gamma \]

and the height at which the maximum occurs is thus
\[ h_M - h_0 = \frac{H_0}{\gamma} \left[ \left\{ F (1 + \gamma) \right\}^{-\gamma} - 1 \right] \] (144)

The corresponding value of \( n \) is then given by
\[ n^* = \frac{A}{\alpha} \left\{ F (1 + \gamma) \right\}^{(1 + \gamma)} \exp \left\{ - (1 + \gamma) \right\} \] (145)

The resulting equations for \( h_M, N \) and \( n \) are basically identical to those of Gladhill and Szendrei except that they are now expressed in terms of scale heights.

**Application of theory to \( \mathbb{F}_1 \) layer.**

As before it is possible to eliminate the constants \( A \) and \( \alpha \) by dividing \( n^2 \) by \( N^2 \), the resulting equation being

\[ \left( \frac{n}{N} \right)^2 = \left( 1 + \gamma \frac{h-h_0}{H_0} \right)^{-\gamma} \left\{ F (1 + \gamma) \right\}^{-(1 + \gamma)} \exp \left\{ (1 + \gamma) - \frac{1}{F} \left( 1 + \gamma \frac{h-h_0}{H_0} \right)^{-1/\gamma} \right\} \] (146)

This leaves two equations with \( \gamma, H_0 \) and \( F \) undetermined.
Now the purpose of this section is to determine whether the $F_1$ layer measurements are also consistent with the R model of Bates. No purpose will be served by an elaborate analysis such as that undertaken by Gledhill and Szendrei. It seems best, therefore, to fix $\gamma$ at the value given in Bates' R model, thus leaving two equations with two unknowns. It will then be possible to determine values of $H_o$ and compare them with the R model.

It is noted that the value of $h_M$ in the $F_1$ layer is practically constant through the period 0800 to 1600 hours. In fact, the mean value over this period is 203 km and only varies by $\pm$ 2 km. The analysis is considerably simplified therefore, by taking $h_M$ to be constant at 203 km. A variation of 2 km from this value is within the experimental error in any case.

Equation (144) may be written

$$ P = \left(1 + \frac{h_M - h_o}{H_o}\right)^{-1/\gamma} \frac{1 + \gamma}{1 + \gamma} (147) $$

Substituting this in equation (146)

$$ \left(\frac{n}{N}\right)^2 = \left(1 + \frac{h-h_o}{H_o}\right)^{-1+\gamma} \left(1 + \frac{h_M - h_o}{H_o}\right)^{1+1/\gamma} \exp \left\{ (1+\gamma) - (1+\gamma) \left(1 + \frac{h-h_o}{H_o}\right)^{-1/\gamma} \right\} \left(1 + \frac{h-M - h_o}{H_o}\right)^{-1/\gamma} (148) $$
Taking $h_0 = 150$ km, a graph of $\left( \frac{n}{N} \right)^2$ versus $H_0$ may be plotted for any particular value of $h$. Two values of $h$ were chosen, $h = 160$ km, and $h = 180$ km.

From Bates R model the scale height gradient for a mean molecular mass of 22, gives $\gamma = 0.2$ between 150 and 200 km.

Equation (148) then reduces to

$$\left( \frac{n}{N} \right)^2 = \left( \frac{h-h_0}{H_0} \right)^{-6} \left( 1 + 10.6 \frac{h-h_0}{H_0} \right)^6 \exp \left\{ 1.2 - \left( 1 + 10.6 \frac{h-h_0}{H_0} \right)^{-5} \right\}$$

$$\left( 1 + 10.6 \frac{h-h_0}{H_0} \right)^{-5}$$

(149)

Fig. 87 shows a plot of $\left( \frac{n}{N} \right)^2$ versus $H_0$ for $(h-h_0) = 10$ and 30.

Using the observed values of $\left( \frac{n}{N} \right)^2$, Table 33 shows the values of $H_0$ deduced from Fig. 97.

The resulting values of $H_0$ are not much different from Table 28 which refer to a simple Chapman layer. The values of $H_0$ are far in excess of those on the R model where the greatest value of the scale height would refer to atomic oxygen which at 150 km has a value of about 27 km. The curves of Gledhill and Szendrei show that if such a low value of the scale height is applicable to the $F_1$ region, then the temperature or scale height gradient must be
correspondingly higher than the value assumed here. This would not be compatible with the R model or with the values deduced for the $F_2$ layer. The scale height in the $F_1$ layer would be reduced if one were to assume that $\alpha$ decreased through the layer, but it would require a gradient of much the same as in the $F_2$ region to reduce $H_0$ to a value compatible with the R model. It is improbable on present knowledge of $\alpha$ in the $F_1$ region that it decreases very much with height.

**Conclusions.**

In Part III (a) a theory has been developed which
takes into account the variation of the loss-coefficient with height in a simple Chapman layer. The theory has been applied to the control data for the $F_2$ region. It was found that if the loss-coefficient were to decrease with height as found from the eclipse measurements, the resulting values of the scale height in the $F_2$ region are only about a half of the present accepted values. However, the decrease of loss-coefficient with height as deduced by Ratcliffe and his workers gives values of $H$ which agree well with the $R$ model of Bates, deduced by extrapolating rocket measurements. However, in both cases it is found that the temperature must decrease with height above the $F_1$ layer, which is contrary to any current views. It was thought that the values of $H$ deduced for the $F_1$ layer were in error due to the assumption of a simple Chapman layer. A slightly modified form of the theory of Gledhill and Szendrei which takes into account a temperature gradient in the layer, was then applied to the $F_1$ layer. Using the value of the scale height gradient on the $R$ model it was found that the scale height at 150 km did not differ much from that deduced for a simple Chapman layer, and was at least twice as high as that in the $R$ model. The conclusion is therefore the same and shows that the scale height above the $F_1$ must decrease
with height, which seems to be contrary to current ideas.

Finally, it is worth mentioning that the consistency of the values of $H$ deduced for the $F_2$ layer on the variation of the loss-coefficient with height according to Ratcliffe et al would appear to indicate that movements in the $F_2$ region were small. The control period which was analysed here was particularly quiet magnetically. This is consistent with the views of Ratcliffe et al that movements are small on magnetically quiet days.
Summary & Discussion of Parts II and III

In Part II (a) the maximum electron density of each of the three layers was considered and compared with the results expected on simple theory that the sun is a uniformly radiating disc. The resulting curves again show the $N_0 - \delta t$ anomaly in the $E_1$ and $F_1$ layers which is a feature of almost all eclipse readings. The $E_1$ layer measurements were considered in detail from several aspects. The conclusions drawn from all of these analyses depend essentially on the assumptions made in each case. It is shown, first of all, that the error introduced by considering only the maximum electron density in the $E_1$ layer, and consequently assuming that its height is the same as the height of the maximum electron production, is negligible.

An explanation in terms of a temperature variation during the eclipse indicates that the temperature would have to drop to about $3/4$ of its value on control days. The surprising result is that the temperature on control days appears to have remained constant throughout the day. This would seem to indicate that the thermal relaxation time in the $E_1$ layer must be small, as has been shown by Bates (1951). Consequently, a drop in temperature during the eclipse would not be expected.
On the assumption that the sun is not a uniformly radiating disc, but that some of the radiation is concentrated in more active areas on the visible disc. It is found that the intensity and position of the sources which have to be postulated on this hypothesis varies with the value of $\alpha$ chosen. The intensity of the sources varies much more than their position. Little visual evidence of solar activity on the eclipse day can be found for two sources which have to be postulated on the $\pm$ limb. Application of each of the solar models for different values of $\alpha$ to the measurements made at Cape Town and Johannesburg, shows that the best fit to the observed measurements is for the model corresponding to $\alpha = 1.5 \times 10^{-8} \text{ cm}^2 \text{ sec}^{-1}$, with $\alpha$ at all places having that same value. However, the fit to the observed points is by no means perfect.

Extension of this case to include some radiation from outside the visible disc, shows that with a model in which 15% of the radiation is assumed to be coming from outside the disc, only 5 to 10% need be attributed to a solitary sunspot, and $\alpha = 4 \times 10^{-8} \text{ cm}^2 \text{ sec}^{-1}$. The fit to the observed points is slightly better than before, but again is by no means perfect. This model is more consistent with solar activity at the time of the eclipse, and a comparison of the results from Khartoum and Ibadan during the 1952 eclipse, shows that
these results also appear to be more consistent with this type of model.

The variation of the recombination coefficient $\alpha$, due to the presence of two species of ion is also considered, but the $N_m - \Delta \ell$ anomaly cannot be completely accounted for on this basis. However, it is stressed that to neglect this fact may lead to an over-estimate of the amount of radiation coming from outside the disc, or of the intensity of sources on the limb. Again it is necessary to suppose that one of the ions has a recombination coefficient of $10^{-7}$ cm$^3$ sec$^{-1}$.

Finally, the effect of oblique incidence echoes during the eclipse is mentioned but the conclusion is that should this be of any importance it will lead to higher values of $\alpha$.

RATCLIFFE (1956) has pointed out that the analyses of Minnis during the 1952 and June 1954 eclipses are the most complete so far. However, Minnis has restricted his analyses to the one single case and has at all times tacitly assumed that all the radiation comes from the visible disc. He assumes further that any departures from the uniform disc theory are due solely to more intense regions on the disc.

Clearly, the conclusions one arrives at in analysing eclipse data depend basically on the assumptions from which one starts. On the analyses of Minnis, the recombination coefficient $\alpha$, is usually found to lie between 1.0 and
2.0 \times 10^{-8} \text{ cm}^3 \text{ sec}^{-1}, but it has been shown here that the evidence seems to point in favour of a much higher value of \( \alpha \), and values as high as \( 10^{-7} \text{ cm}^3 \text{ sec}^{-1} \) would appear to be quite possible. The important point seems to be that there is not in the observations themselves enough to decide between any of several different conclusions. The difficulty lies in the uncertainty of the value of \( \alpha \), and it would appear from the analyses presented here that it may possibly be two or three times as high as the values found by Minnis.

In part II (\$) the variations of the electron density at various fixed heights in the \( F_1 \) and \( F_2 \) layers are compared with the variations expected under the alternative assumptions that the process of electron-loss is recombination, or attachment-like. It was found that the predominant loss-process in the \( F_1 \) layer follows a recombination law, the coefficient \( \alpha \) being independent of height. In the \( F_2 \) layer, it was not possible to decide between the two types of process but on theoretical grounds the attachment process is favoured. The coefficients deduced decrease systematically with height, but are somewhat lower than other estimates.

In Part III a theory was developed which takes into account the variation of the loss-coefficient with height on simple Chapman theory of layer formation. Application of the
theory to the control data for the $F_2$ layer, shows that the 

scale height in this region remains almost constant throughout 

the day and points to the fact that the region is possibly 

an isothermal region, as proposed on Bates' $R$ model. The 

result also indicates that movements of electrons were small 

during the day, due in all probability to the low magnetic 

activity during this period. A modified version of the 

theory of GLEDHILL and SZENDREI (1947a, 1950) is applied to 

the $F_1$ layer, but the resulting values of the scale height 

at 150 km, are not consistent with Bates' $R$ model, and 

indicate that the temperature decreases above the $F_1$ layer. 

Application of Chapman's theory to the eclipse 

measurements on the basis of THOMAS and ROBBINS (1956) appear 

to show that considerable movement of electrons must have 

taken place during the eclipse in the $F_2$ region. Although 

movements were small on control days, the advent of the eclipse 

appeared to produce considerable movements. An attempt to 

explain these movements on temperature changes was unsuccessful. 

Whether or not these movements have any real significance 

cannot be certain, for it is again stressed as in the $E_1$ 

layer measurements that there is not in the observations 

themselves enough to decide. If oblique incidence echoes are 

important then it is apparent that the use of Kelso scaling
during eclipses is not valid. These movements, therefore, might be purely the result of the inapplicability of Kelso scaling.

It seems that in future eclipse measurements, it is important to determine the effect of oblique incidence echoes, for these surely cast doubt on the basic parameter used in all eclipse measurements. This could be done by having at least three fast sweeping ionosounders separated by 10 to 20 kilometers at the corner of a right angled triangle. In addition, as has been indicated by MUNRO and HEISLER (1958), h't characteristics should be recorded on several frequencies.

By this means it should be possible to make allowances for oblique incidence echoes and any travelling disturbances not connected with the eclipse.
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