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Abstract

Mobility has become a substantial part in our society. Since we spend a lot of our available time on the road, we expect the automotive environment to provide similar comfort levels than residential buildings. Within this context, this research thesis especially focuses on automotive thermal comfort control. The automotive cabin is a very special environment, which is characterized by extreme inhomogeneity and overall transient behavior. Thermal comfort is a very vague and a very subjective term, which depends on physiological and psychological variables. Theories for thermal comfort in transient environments have not been fully established yet and researchers are still busy with its investigation. At present, automotive industry relies on extensive thermal comfort models, manikins and powerful simulation tools to assess and control thermal comfort. This thesis studies the application of artificial intelligence and proposes a blackbox approach which aims for extracting thermal comfort knowledge directly from human’s interaction with the HVAC controls. This methodology avoids the use of human physiological and psychological thermal comfort models and does not require any a-priori knowledge. A novel comfort acquisition tool has been developed and has been integrated into a research vehicle in order to gather the required data for system learning. Data has been collected during spring, autumn and summer conditions in Southern Africa. Methods of data mining have been applied and an intelligent implementation using artificial neural networks has been proposed. The achieved results are promising and allow for about 87% correct classification. It is concluded that methods of artificial intelligence perform well and are far superior compared to conventional approaches. These methods can be used as a powerful tool for the development process of vehicle air-conditioning controls and have great potential for time and cost reduction.
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# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/C</td>
<td>Air Conditioning</td>
</tr>
<tr>
<td>ACC</td>
<td>Automatic Climate Control</td>
</tr>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>ASHRAE</td>
<td>American Society of Heating Refrigeration Air-Conditioning Engineers</td>
</tr>
<tr>
<td>BVP</td>
<td>Best Validation Performance</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Design</td>
</tr>
<tr>
<td>CAN</td>
<td>Controller Area Network</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>ECU</td>
<td>Electronic Control Unit</td>
</tr>
<tr>
<td>EEPROM</td>
<td>Electronic Erasable Programmable Read Only Memory</td>
</tr>
<tr>
<td>FNN</td>
<td>Feed Forward Neural Network</td>
</tr>
<tr>
<td>HMI</td>
<td>Human Machine Interface</td>
</tr>
<tr>
<td>HVAC</td>
<td>Heating Ventilation Air Conditioning</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared Radiation</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>ISOS</td>
<td>Intelligent Solar Sensor</td>
</tr>
<tr>
<td>LCD</td>
<td>Liquid Crystal Display</td>
</tr>
<tr>
<td>MCU</td>
<td>Micro Computing Unit</td>
</tr>
<tr>
<td>MRT</td>
<td>Mean Radiant Temperature</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>NC</td>
<td>Not Connected</td>
</tr>
<tr>
<td>NMMU</td>
<td>Nelson Mandela Metropolitan University</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>PC</td>
<td>Principle Component</td>
</tr>
<tr>
<td>PCA</td>
<td>Principle Component Analysis</td>
</tr>
<tr>
<td>PCB</td>
<td>Printed Circuit Board</td>
</tr>
<tr>
<td>PD</td>
<td>Percentage of Dissatisfied</td>
</tr>
<tr>
<td>PMV</td>
<td>Predicted Mean Vote</td>
</tr>
<tr>
<td>PPD</td>
<td>Predicted Percentage of Dissatisfied</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse Width Modulation</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>TSV</td>
<td>Thermal State Vote</td>
</tr>
<tr>
<td>VW</td>
<td>Volkswagen AG</td>
</tr>
<tr>
<td>VWSA</td>
<td>Volkswagen of South Africa Ltd</td>
</tr>
</tbody>
</table>
Nomenclature

\( \Theta_j^n \): Bias term of the \( j^{th} \) neuron in the \( n^{th} \) layer

\( f_j^n \): Activation function of the \( j^{th} \) neuron in layer \( n \)

\( w_{ji}^n \): Weight linking the \( i^{th} \) neuron in the \( (n-1)^{th} \) layer with the \( j^{th} \) neuron in the \( n^{th} \) layer

\( \bar{x} \): General: Arithmetic mean of variable \( x \)

\( x_{m,i} \): Min-max transformed variable

\( x_{s,i} \): General: Sigmoid transformation

\( x_{z,i} \): Z-core transformed variable

\( y_j^n \): output of the \( j^{th} \) neuron in layer \( n \)

\( \sigma_x \): Standard deviation of general variable \( x \)

\( A \): General: Surface

\( b \): Beta weight vector

\( f \): Flap position

\( f() \): General: Function

\( H, h \): Relative humidity

\( h_{cs} \): Cumulative sum

\( I \): Solar radiation intensity

\( L \): Thermal load.

\( M \): Rate of metabolic heat production

\( \text{net} \): Weighted sum

\( N^{n-1} \): Number of neurons in layer \( n-1 \)

\( N_c \): Number of required training samples

\( N_v \): Degrees of freedom in an FANN

\( \Theta \): Bias term

\( PD \): Percentage of Dissatisfied

\( PMV \): Predicted Mean Vote

\( PPD \): Predicted Percentage of Dissatisfied

\( Q \): Body heat loss

\( r_{ab} \): Bivariate correlation of variables \( a \) and \( b \).

\( r_{ab-c} \): Partial correlation coefficient between \( a \) and \( b \), without \( c \).

\( r_{c,12...k} \): Multiple correlation coefficient between variable \( c \) and variables \( 1...k \)

\( \mathbf{R}_x \): Inter-correlation matrix

\( r_{xc} \): Correlation vector of predictor and criterion variable

\( S \): Heat storage in the skin/core compartment

\( T_k \): Temperature knob

\( TR \): Function that indicates traffic volume

\( t_s \): Sampling time

\( V, v \): Vehicle speed

\( v_a \): Air velocity

\( w \): Weight vector

\( W \): Rate of external work

\( x \): General: Input vector

\( y \): General: Output vector

\( y' \): Actual output vector

\( \eta \): External mechanical efficiency of the body

\( \vartheta_1, T_1 \): Air outlet temperature

\( \vartheta_2, T_2 \): In-cabin temperature

\( \vartheta_3, T_3 \): Driver feet temperature
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vartheta_4$, T4:</td>
<td>Driver head temperature i</td>
</tr>
<tr>
<td>$\vartheta_5$, T5:</td>
<td>Cabin roof temperature</td>
</tr>
<tr>
<td>$\vartheta_6$, T6:</td>
<td>Passenger feet temperature</td>
</tr>
<tr>
<td>$\vartheta_7$, T7:</td>
<td>Dashboard temperature</td>
</tr>
<tr>
<td>$\vartheta_8$, T8:</td>
<td>Passenger head temperature</td>
</tr>
<tr>
<td>$\vartheta_a$:</td>
<td>Air temperature</td>
</tr>
<tr>
<td>$\vartheta_{Am}$, Am:</td>
<td>Ambient temperature</td>
</tr>
<tr>
<td>$\vartheta_c$:</td>
<td>Human core temperature</td>
</tr>
<tr>
<td>$\vartheta_{cl}$:</td>
<td>Clothing surface temperature</td>
</tr>
<tr>
<td>$\vartheta_{ec}$:</td>
<td>Engine coolant temperature</td>
</tr>
<tr>
<td>$\vartheta_{eq}$:</td>
<td>Equivalent temperature</td>
</tr>
<tr>
<td>$\vartheta_{et}$:</td>
<td>Effective temperature</td>
</tr>
<tr>
<td>$\vartheta_{FAm}$, FAm:</td>
<td>Filtered ambient temperature</td>
</tr>
<tr>
<td>$\vartheta_i$:</td>
<td>Surface temperature i</td>
</tr>
<tr>
<td>$\vartheta_o$:</td>
<td>Operative temperature</td>
</tr>
<tr>
<td>$\vartheta_r$:</td>
<td>Mean radiant temperature</td>
</tr>
<tr>
<td>$\vartheta_{sk}$:</td>
<td>Human skin temperature</td>
</tr>
<tr>
<td>$\lambda$:</td>
<td>General: Eigenvalue</td>
</tr>
<tr>
<td>$\zeta$:</td>
<td>General: Interval</td>
</tr>
<tr>
<td>$\Phi$, A:</td>
<td>Solar azimuth angle</td>
</tr>
<tr>
<td>$\Psi$, E:</td>
<td>Solar elevation angle</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Automotive Air-Conditioning

In the early stage of automotive history, the vehicle was just seen as an auxiliary tool for locomotion and for the transport of heavy goods [10]. The cabin spaces were open to the environment, requiring the passengers to choose their clothing according to the weather conditions. In the further automotive development and with increasing expectations of the customers in terms of comfort, closed passenger compartments were introduced which required heating and cooling of the interior. The first heating ventilation and air conditioning (HVAC) units consisted of some heat-able clay bricks and ice blocks for heating-up and cooling-down the passenger compartment. The ventilation was implemented by tilting windscreens or vents [24]. Nowadays the role of vehicles in our society has totally changed. They are no longer considered as a simple tool for locomotion. Mobility has become a substantial part in our society and advancements in technology have arose new appealing opportunities concerning automotive HVAC systems. Automotive HVAC units cannot be seen exclusively as luxury equipment, but have also a significant influence on road safety. Thermal discomfort can be a physical strain and leads to fatigue. Therefore, only a thermal balanced driver is considered to be observant [23]. Investigations in the US have shown that thermal discomfort is the third most common reason for road accidents [130].

The proportion of vehicles with air-conditioning has dramatically increased in recent years. The air-conditioning penetration on new vehicles in the UK has increased from 50.7% in 1999, to about 76.5% in 2004 [24].

An automotive HVAC unit has to provide the most possible amount of comfort under all environmental situations [121]. They can consist of up to 20 electrical motors to control the air flow inside the passenger compartment and take into account the environmental information of up to a dozen sensors [22]. However, this enormous amount of environmental data as well as the fact, that thermal comfort is a complex interaction between those and additional physiological variables, complicates the control and development strategy.

At present, during the engineering process of an air-conditioning unit, the effects of environmental parameters, temperature- and air distribution inside the passenger compartment, as well as the cabin properties on thermal comfort are determined. This approach implies the use of powerful computer aided design (CAD) and computational fluid dynamics (CFD) software.
These obtained results, in combination with appropriate comfort models, are then used to predict the passenger’s comfort level. Thermal comfort models can be considered as mathematical representations of the human’s internal metabolism. Latest approaches even simulate the whole thermo-regulatory process of the human body.

The development process is iterative since design alterations have to be implemented, unless the desired system response has been achieved. This approach is called virtual comfort engineering and is illustrated in Figure 1-1, which has been adopted from Delphi\(^1\).

![Diagram](https://via.placeholder.com/150)

**Figure 1-1: Typical virtual comfort engineering process [45]**

The quality of prediction depends on the model, which is used for thermal comfort evaluation. 1972 Fanger\(^2\) developed the first thermal comfort model, which is known as predicted mean vote (PMV) and allows thermal sensation prediction in five steps from cold to hot. Since it is based on statistical investigations, the predicted percentage of dissatisfied scale (PPD) was introduced. The PPD index shows, that in a statistical mean about 5% of the probands are not complying with the PMV and are therefore experiencing thermal discomfort. Recently, it has been shown that the PPD is even higher and has its global minimum at about 15% [45].

Over the last three decades, researchers all over the world have been busy with the investigation of further models, which has resulted in an enormous amount of models and manikins available at present [81].

A second possible approach for HVAC development assumes the properties of the passenger compartment to be fixed and therefore as independent variables. Thermal comfort is then measured as an objective function of air-flow and temperature distribution inside the vehicle.

---

\(^1\) Delphi is an American supplier for automotive products, inter alia HVAC systems

\(^2\) P. Ole Fanger (†2006) was an University professor at Syracuse University, New York. He made substantial contributions to the field of HVAC research.
compartment. Since no models are involved, this approach eliminates the need of investigating the complex air flow and temperature distribution inside the cabin. However, this approach is currently not very popular among scientists, because the gained results allow little contribution to the field of human thermal comfort research and are highly vehicle specific [128]. The author agrees that for latter approach, little contribution towards the knowledge of human’s thermo-regularity system will be achieved. However, in an era of productivity and global competitiveness, costs as well as time reduction in system development play a crucial role in engineering processes. Therefore, this approach might be an interesting field for research on intelligent systems. These systems are often associated with qualities known from human beings and incorporate functions like learning and decision making under a large degree of uncertainty. It has also been proven that some methods, summarized under artificial intelligence (AI), are capable of approximating any nonlinear function [63].

1.2 Problem

The established development cycle of automotive HVAC units is very complex and implies the use of powerful software tools. This, in combination with possible iterative design alternations, increases the development time and the costs. Furthermore, the performance of the final system depends on the quality of the comfort model and the assumptions made for the simulation of the cabin properties.

1.3 Sub-problems

The following sub-problems have to be considered:

- The relationship between thermal comfort and the environmental variables is inherently nonlinear,
- Thermal comfort levels may vary in time and location,
- A passenger cabin is a very inhomogeneous and transient environment,
- Environmental variables related to human thermal comfort are not independent from each other and some of them can hardly be measured,
- Thermal comfort is a highly subjective term and may also depend on psychological parameters.

1.4 Hypothesis

It is assumed that the most important parameters influencing human thermal comfort sensation can be roughly measured through some finite discrete measurement points inside the vehicle cabin. This means that the information is already roughly contained in the environment, can be
described with certain measurable variables and is linked to thermal comfort through an unknown function in some statistical sense. In other words, the issue can also be addressed as an approximation problem in a multidimensional feature space. Figure 1-2 illustrates the principle, using a blackbox approach to estimate the output variables. The blackbox shall approximate human behavior.

Figure 1-2: Blackbox approach to predict HVAC parameters

It is well known, that structures with artificial intelligence are highly suitable in those field of application and may have considerable advantages against conventional technologies. Therefore, it should be possible to use some concepts of AI for this kind of problem. Furthermore it is assumed that necessary vehicle system parameters, which cannot be determined directly, are accessible via the controller area network (CAN) of the vehicle’s internal bus system and are log-able with appropriate software tools like Vector³ CANoe.

Finally, it is assumed that powerful microprocessors can be used to develop a human machine interface (HMI), in order to connect the vehicle, the sensor elements, as well as the passenger feedback directly to the data logging unit.

1.5 Delimitation

The following delimitations have been defined for this research project:

- Only concepts of AI will be considered,
- The research will be based on a Volkswagen (VW) Polo platform,
- Modelling and verification will be restricted to Mathworks Matlab®.

This research shall be regarded as individual part oriented. An implementation in a real vehicle is however far beyond this research.

³ Vector is a German automotive supplier specialised on automotive bus systems.
1.6 Significance of the Research

1.6.1 Within the University

This project can serve to expand NMMU’s research activities in the automotive sector. It can also serve as initiation of further research projects in the field of automotive air-conditioning.

1.6.2 General

The major goal is to reduce costs in the development cycle of automotive air-conditioning units. Complex and time consuming simulations on air-flow and temperature distributions might be no longer required.

The envisaged research is also preliminary work for self-learning automatic climate control (ACC) systems. If one was capable of reliably learning an HVAC system with collected data, there would only be a little step in substituting that collected data with data collected directly from the passenger’s interaction with the control panel. This would be a completely new generation of ACC systems, which are capable of adapting themselves during operation.

Furthermore South Africa is highly suitable for HVAC research since it accommodates a plurality of climate zones.

1.7 Research methodology

In order to accomplish with the goals of the research the following steps are necessary:

- Detailed literature research on thermal comfort,
- Detailed literature research on intelligent systems,
- Identification of thermal comfort relevant parameters,
- Development of a HMI for data logging and interfacing to the vehicle’s peripheral components,
- Installation of the experimental setup into the research vehicle,
- Field measurement in order to obtain the necessary amount of data, needed for system learning,
- System modelling in Matlab,
- System learning with collected data,
- System verification in Matlab.

1.8 Summary

This chapter has briefly introduced the field of automotive air-conditioning, the problem statement, the hypothesis, the delimitation as well as the significance of the research.
Chapter 2 presents the relevant concepts of human thermal comfort sensation and thermal comfort measurement technologies. Furthermore it shows the state of art in application of AI towards thermal comfort engineering.

Chapter 3 presents the overall system and describes the experimental setup in detail.

Chapter 4 deals with methods of data mining, feature extraction and dimensionality reduction and applies them to this research project.

Chapter 5 shows an exemplary implementation using neural networks and verifies the model in Matlab.

Chapter 6 discusses the results and gives ideas for future research.
Chapter 2

Concepts for Intelligent Automotive Climate Control

2.1 Automotive HVAC systems

The following sub-sections outline the basic architecture of automotive HVAC systems and describe the fundamental control techniques concerning this research.

2.1.1 Cooling circuit

Air-conditioning systems are closed installations based on the theory of thermodynamic cyclic processes. The pressure-temperature dependency of a suitable refrigerant is used to absorb environmental heat at a designated point and to release it to the ambient environment at another local point. Currently and most often, a R134a\(^4\) vapour compression cycle is used in automotive application. Figure 2-1 illustrates the process.

![Figure 2-1: Automotive HVAC Cooling Circuit](image)

The compressor (1) induces low pressure gaseous refrigerant. The refrigerant is being compressed and leaves the compressor as a high pressurized, heated up gas. It is then pumped into the condenser (3) where it is condensed into a high pressure liquid. This is achieved by

---

\(^4\) R134a is a haloalkane refrigerant with a boiling temperature of -26.3°C at sea level. It is was introduced in the early 1990s as a substitute for R12 which was replaced due to its high ozone depletion potential.
leading air over the condenser’s numerous cooling fins. If the vehicle’s ambient airstream is not sufficient to bring the refrigerant below its boiling point, additional air flow will be provided by an electrical blower (4). The sub-cooled liquid refrigerant then flows into the receiver (6) where it is being filtered from moisture and dirt. The receiver also serves as a refrigerant reservoir to compensate fluctuations resulting from varying operating conditions. The expansion valve (10) causes the refrigerant to vaporize through a sudden drop in pressure. The low pressurized liquid/vapor mixture is then fed into the evaporator (8) where it absorbs heat through vaporization from the evaporator’s surface. This heat is taken from ambient air temperature, which is led over the evaporator’s surface using a blower (9).

2.1.2 Heater box

The heater box is generally located under the vehicle’s instrument panel. It contains the heat exchanger and the evaporator for heating and cooling the vehicle cabin. Additionally, it incorporates numerous flaps to distribute the air inside the automobile compartment. Figure 2-2(a) shows the principle.

![Figure 2-2: Heater box; (a) schematic [127], (b) Volkswagen Polo heater box (2006)](image)

In Figure 2-2(a), air is induced by a blower and is being led over the evaporator. Dependent of the operating mode, ambient air is drawn from the outside environment or from the inside of the passenger cabin in recirculation mode. In dependence of the environmental conditions and the passengers’ temperature setup, the air stream will be split off and some air will be led over the heat exchanger and will be afterwards mixed with the main airflow again. The heat exchanger is fed with the engine’s coolant water. Dependent on the HVAC design, air temperature and air
distribution is controlled electrically or mechanically via Bowden cables. Figure 2-2(b) shows the type of heater box, which was used for this research.

2.1.3 HVAC control systems

At present there are three different types of automotive HVAC systems available on the market:

- Manual A/C systems,
- Semi-automatic A/C systems,
- Automatic A/C systems.

Manual A/C systems require the occupant to use switches and Bowden cables to set up temperature and air distribution in order to maintain thermal comfort inside the passenger cabin. This kind of control is the simplest one, because it doesn’t adjust the control strategy to compensate for environmental changes. Manual systems are predominantly used in low cost vehicles.

Semi-automatic systems incorporate electronic control of the in-cabin temperature, which is commonly measured at one position in the center console. The control unit actuates the temperature door motor, shown in Figure 2-2(a), to automatically adjust the temperature according to the occupant’s reference value. Control of the air distribution flaps, as well as the blower level, must still be manually set up by the passenger.

Automatic HVAC systems autonomously control in-cabin temperature, air flow and air distribution. All actuators inside the heater box are controlled electronically. Automatic HVAC systems take into account various environmental parameters and continuously adjust the cabin output parameters in order to provide a comfortable climate. However, due to a lack of sensory environmental information and because of the use of simplified control algorithms, the potential to control the interior climate is often limited. Additionally, often only in-cabin temperature is controlled in a feedback loop. Air distribution and blower load are open loop systems [60].

2.2 Principles of thermal comfort

Thermal comfort is a very subjective term since its perception to people has enormous variations in environmental and physiological parameters. This makes it difficult to describe it in terms of clear defined parameters and variables. In 1970, the American Society of Heating, Refrigeration and Air-Conditioning Engineers (ASHRAE) defined thermal comfort as “That condition of mind which expresses satisfaction with the thermal environment”. This vague definition is still part of thermal comfort standards like ISO 7730 and ASHRAE Standard 55P [2], [28].

In the past decades there has been much effort to describe and measure thermal comfort. However, human thermal comfort is still far from fully understood and is therefore still under
investigation [70]. The most important findings will be summarized in the following sub-sections.

2.2.1 Human thermoregulation

The human body continuously produces heat due to its metabolic activities. This heat must be dissipated in order to prevent hyperthermia. Reversely, excessive heat loss to the environment may result in hypothermia. The hypothalamus is the central control organ for body temperature control. Human’s internal core temperature is about $\vartheta_c = 36.8^\circ C$ in resting state and about $\vartheta_c = 37.9^\circ C$ at high metabolic activities [1]. Skin temperatures are more variable and are a function of the surrounding conditions. They decrease with increasing activity. Thermal information is transferred to the hypothalamus by electrical impulses from various thermal receptors in the brain and the skin. Skin receptors are mostly cold sensitive while core sensors are mainly sensitive to heat [17], [80]. Human’s thermal sensory system does not incorporate heat flux receptors [94]. According to the sensory information, the hypothalamus triggers various mechanisms to maintain the body’s thermal equilibrium. These mechanisms can be divided into behavioural and physiological actions.

Behavioural responses are adaptive actions, like clothing changes and opening/closing of windows but also include reflexive protective behaviour, e.g. when skin temperature drops suddenly. Physiological responses to a given environment occur as internal body regulation processes. When core temperature rises above a set point, vasodilatation of skin blood vessels is initiated. This mechanism changes the blood flow rate from deep in the body to the skin and the consequent adjustment of heart rate rise may increase skin blood flow by up to 15 times, in order to dissipate more internal heat to the environment [1], [17], [40]. Sweating occurs at elevated core temperatures and is an effective way to cool down the skin. Internal heat is reduced by evaporation of sweat from the skin. Sweating occurs at $\vartheta_c > 37^\circ C$ and follows the impulse rate of the warm receptors. At skin temperatures $\vartheta_{sk} < 34^\circ C$, sweating is suppressed. When the body temperature drops below a set point, vasoconstriction occurs. Thereby skin blood flow and heart rate are reduced while muscle tension is increased to produce internal heat (shivering). An increase in metabolism is initiated at $\vartheta_{sk} < 34^\circ C$ and follows the rate of the cold receptors in the skin. An increase in metabolism is suppressed at $\vartheta_c > 37^\circ C$.

Figure 2-3 summarizes these principles again.
2.2.2 Conditions for overall thermal comfort

In general three conditions must be fulfilled to establish overall thermal comfort [33], [70] and [75]:

- Combinations of skin and core temperatures must provide a sensation of thermal neutrality.
- The body must be in thermal equilibrium. That implies that the heat produced by internal metabolism must be equal to the amount of heat dissipated to the environment by conduction, convection, radiation, evaporation and respiration.
- No occurrence of local discomfort.

Thermal acceptability is given when $\theta_{sk}>34^\circ C$ and $\theta_{c}<37^\circ C$ [70], [115]. However, these threshold values for cold and warm sensations undergo individual as well as daytime variations [94], [80]. Local discomfort may arise due to inhomogeneous environments, as well as due to draft and asymmetrical radiation fields.

2.2.3 Primary thermal comfort parameters

There are six primary parameters which influence thermal comfort [2]. Those parameters mainly influence body’s heat exchange with the environment and will be summarized below.

2.2.3.1 Air temperature

Air temperature $\theta_a$ is the time- and location-averaged temperature of the occupant’s surrounding compound. Although it is well known that human’s body is not able to feel air temperatures but...
rather the heat loss to the environment, air temperature still greatly influences the body’s heat exchange and thermal equilibrium [98], [122].

2.2.3.2 Mean radiant temperature

Mean radiant temperature (MRT) is a hypothetical parameter and is defined as [2]:

‘The temperature of a uniform black enclosure that exchanges the same amount of thermal radiation with the occupant as the actual enclosure’.

Radiation plays an important role in the heat exchange of the human body with the environment. According to [74], radiation may contribute up to 30% to the whole heat exchange of the subject. For example, cold walls or windows may cause a person to feel cold even though the surrounding air temperature may be at a comfortable level. Likewise warm surfaces may cause a person to feel warmer than the surrounding air temperature would indicate [5].

Provided a high emittance of the surrounding materials, the radiant temperature $\vartheta_r$ can be estimated from measured values of the temperature of the surrounding surfaces and their positions with respect to the occupant [28].

$$\vartheta_r^4 = \sum_{i=1}^{N} \vartheta_i^4 F_{p-i},$$

with

$\vartheta_i$: Temperature of surface i [°C],

$F_{p-i}$: Angle factor between a person and surface i,

$N$: Number of surfaces surrounding the occupant.

2.2.3.3 Humidity

Humidity refers to the moisture content of the air. It affects evaporation of water from sweating surfaces and its diffusion through the skin [9]. Provided an environment close to thermal comfort, humidity plays a minor role since heat dissipation through sweat evaporation can be neglected [33]. According to [96], a 10% increase in humidity $h$ is equivalent to only $\Delta \vartheta_a=0.3^\circ C$. At low air temperatures, thermal sensation can be even considered as independent of humidity [115].

However, humidity is a contributing factor towards indirect comfort influences like skin moisture, tactile sensation of fabrics, health and air quality. It is well known that too low levels of humidity can affect health and cause complaints like dry noses and throats as well as irritated skin and eyes. On the other hand too high levels of humidity can lead to sensation of stickiness and increased discomfort arising from wet clothing.
Some literature sources recommend $35\% < h < 75\%$ [114]. However in general, literature holds off providing clear margins for acceptable humidity limits. It is generally accepted that cooler, drier air is perceived as being freer of contaminants and less stale. At a given temperature, decreased humidity therefore results in occupants feeling cooler, drier and more comfortable.

2.2.3.4 Metabolic rate

The metabolic rate quantifies the transformation of chemical energy into heat and mechanical work within an organism. Metabolic rate varies over a wide range and is expressed with the unit ‘met’. 1 met is defined as the metabolic rate of a sedentary person.

$$1 \text{ met} = 58.1 \frac{W}{m^2}$$  \hspace{1cm} (2)

Table 1 shows exemplary characteristic metabolic rates for some selected activities. The values have been taken from [2], [28] and [80].

**Table 1: Examples of metabolic rates associated with some exemplary activities**

<table>
<thead>
<tr>
<th>Activity</th>
<th>Metabolic rate [met]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Resting</strong></td>
<td></td>
</tr>
<tr>
<td>Sleeping</td>
<td>0.7</td>
</tr>
<tr>
<td>Seated</td>
<td>1.0</td>
</tr>
<tr>
<td>Standing</td>
<td>1.2</td>
</tr>
<tr>
<td><strong>Working</strong></td>
<td></td>
</tr>
<tr>
<td>Cooking</td>
<td>1.6 - 2.0</td>
</tr>
<tr>
<td>House cleaning</td>
<td>2.0 – 3.4</td>
</tr>
<tr>
<td>Pick and shovel work</td>
<td>4.0 – 4.8</td>
</tr>
<tr>
<td><strong>Leisure</strong></td>
<td></td>
</tr>
<tr>
<td>Dancing</td>
<td>2.4 – 4.4</td>
</tr>
<tr>
<td>Basketball</td>
<td>5.0 – 7.6</td>
</tr>
<tr>
<td><strong>Driving</strong></td>
<td></td>
</tr>
<tr>
<td>On a paved road</td>
<td>1.2</td>
</tr>
<tr>
<td>On a gravel road</td>
<td>1.37</td>
</tr>
<tr>
<td>Off-road</td>
<td>1.54</td>
</tr>
<tr>
<td>Driving a heavy vehicle</td>
<td>3.2</td>
</tr>
</tbody>
</table>

An adult has an average surface of $A=1.8m^2$ [1]. Substituted in equation (2), this results in an internal heat production $M=104.58W$ for an average adult at sedentary level. The generated heat must be dissipated to the environment in order to maintain heat balance. Metabolic rates for each individual depend on activity, age, gender and vary over a wide range.
The table may however only serve as an indication for typical ranges and represents empirical values. Measurement of metabolic rates is very intensive and is dealt with in standards like ISO 8996 [29].

2.2.3.5 Clothing insulation

Clothing influences the heat transfer from the human body to the environment. According to [1], the intrinsic clothing insulation $R_{cl}$ can be calculated as:

$$R_{cl} = \frac{\theta_{sk} - \theta_o}{Q} - \frac{1}{hf_{cl}}$$  \hspace{1cm} (3)

with

- $\theta_{sk}$: Skin temperature [°C],
- $\theta_o$: Operative temperature [°C],
- $Q$: Body heat loss [$W/m^2$],
- $h$: Radiative heat transfer coefficient [$W/m^2K$],
- $f_{cl}$: Clothing area factor.

Clothing insulation $I_{cl}$ which is expressed in ‘clo’ values can be calculated from $R_{cl}$ as:

$$I_{cl} = \frac{R_{cl}}{0.155}$$  \hspace{1cm} (4)

with

$$1 \text{ clo} = 0.155 \frac{W}{m^2K}.$$  \hspace{1cm} (5)

Establishing the insulating properties of clothing is a time-consuming and complicated process that is usually conducted in laboratory experiments. As it is not practical to directly measure clothing insulation, researchers generally estimate these values using tables that have been developed from clothing insulation studies. An example of such a table is shown in Figure 2-4.

<table>
<thead>
<tr>
<th>Garment Description*</th>
<th>$I_{clo, \text{in}}$</th>
<th>Garment Description*</th>
<th>$I_{clo, \text{out}}$</th>
<th>Garment Description*</th>
<th>$I_{clo, \text{in}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Underwear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men’s briefs</td>
<td>0.04</td>
<td>Short-sleeved, flannel shirt</td>
<td>0.34</td>
<td>Long-sleeved (thin)</td>
<td>0.25</td>
</tr>
<tr>
<td>Panties</td>
<td>0.03</td>
<td>Long-sleeved, sweat shirt</td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bra</td>
<td>0.01</td>
<td>Trousers and Coveralls</td>
<td>0.06</td>
<td>Long-sleeved (thick)</td>
<td>0.36</td>
</tr>
<tr>
<td>T-shirt</td>
<td>0.08</td>
<td>Short-sleeved, knit sport shirt</td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full slip</td>
<td>0.16</td>
<td>Walking shorts</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Half slip</td>
<td>0.14</td>
<td>Straight trousers (thin)</td>
<td>0.15</td>
<td>Long-sleeved shirtdress (thin)</td>
<td>0.33</td>
</tr>
<tr>
<td>Long underwear top</td>
<td>0.20</td>
<td>Straight trousers (thick)</td>
<td>0.24</td>
<td>Long-sleeved shirtdress (thick)</td>
<td>0.47</td>
</tr>
<tr>
<td>Long underwear bottoms</td>
<td>0.15</td>
<td>Swatpoints</td>
<td>0.28</td>
<td>Long-sleeved dress shirt</td>
<td>0.29</td>
</tr>
<tr>
<td>Footwear</td>
<td></td>
<td>Overalls</td>
<td>0.30</td>
<td>Sleeveless, scoop neck (thin)</td>
<td>0.23</td>
</tr>
<tr>
<td>Ankle-length athletic socks</td>
<td>0.02</td>
<td>Coveralls</td>
<td>0.49</td>
<td>Sleeveless, scoop neck (thick)</td>
<td>0.27</td>
</tr>
<tr>
<td>Cashmere socks (thick)</td>
<td>0.03</td>
<td>Suit jackets and vests (lined)</td>
<td>0.36</td>
<td>Sleepwear and Robes</td>
<td></td>
</tr>
<tr>
<td>Panty hose</td>
<td>0.02</td>
<td>Single-breasted (thick)</td>
<td>0.44</td>
<td>Sleeveless, short gown (thick)</td>
<td>0.48</td>
</tr>
<tr>
<td>Sandals/boots</td>
<td>0.02</td>
<td>Double-breasted (thick)</td>
<td>0.42</td>
<td>Short-sleeved hospital gown</td>
<td>0.31</td>
</tr>
<tr>
<td>Slippers (quilted, pile-lined)</td>
<td>0.03</td>
<td>Double-breasted (thick)</td>
<td>0.48</td>
<td>Long-sleeved, long gown (thick)</td>
<td>0.46</td>
</tr>
<tr>
<td>Boots</td>
<td>0.10</td>
<td>Shoeless vest (thin)</td>
<td>0.10</td>
<td>Long-sleeved pajamas (thick)</td>
<td>0.57</td>
</tr>
<tr>
<td>Shirts and Blouses</td>
<td></td>
<td>Sleeveless vest (thick)</td>
<td>0.17</td>
<td>Short-sleeved pajamas (thin)</td>
<td>0.42</td>
</tr>
<tr>
<td>Sleeveless, scoop-neck blouse</td>
<td>0.12</td>
<td>Sweaters</td>
<td></td>
<td>Long-sleeved, long wrap robe (thick)</td>
<td>0.69</td>
</tr>
<tr>
<td>Short-sleeved, dress shirt</td>
<td>0.19</td>
<td>Shoeless vest (thin)</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-sleeved, dress shirt</td>
<td>0.25</td>
<td>Shoeless vest (thick)</td>
<td>0.22</td>
<td>Short-sleeved, short robe (thin)</td>
<td>0.34</td>
</tr>
</tbody>
</table>

*"Thin" garments are summerweight; "thick" garments are winterweight.

1 clo = 0.155 ($W/m^2K$)

*Knee-length

Figure 2-4: Clothing insulation [1]
However, those values can only be considered as indicative, since body motion, posture and air movement have a great influence on clothing insulation. Some researchers therefore doubt the reliability of clothing tables due to enormous measurement problems [49]. Reference [32] especially emphasizes the impact of body posture on ‘clo’ values because clothes are compressed while sitting. Seat isolation must be also considered, because it has a considerable impact on overall clothing insulation. A standard car seat may increase overall clothing insulation by up to 0.27 clo [93].

2.2.3.6 Air velocity

Air velocity influences heat loss from the skin. Convective heat transfer is roughly proportional to the square root of mean air velocity [72]. A clear link between air velocity and thermal comfort has not been established yet [2], [98].

However, it is generally accepted that a rise in air velocity can be used to compensate for higher air temperatures, in order to produce the same heat loss from the skin. Air motion can for example be considered as a pleasant breeze when the body is warm, but can also produce draft effects when the overall body sensation is cool or neutral [72], [3]. Draft is hereby defined as an unwanted local cooling of the body by air motion and is known to be the one of the most annoying factors [1].

The most promising approach to quantify draft effects was done by P.O. Fanger. 1989 he investigated the effects of draft sensation and developed an empirical model taking into account the air temperature $\vartheta_a$, the air velocity $v_a$ and the turbulence intensity $T_u$. The percentage of dissatisfied (PD) is given in the following equation:

$$PD = (34 - \vartheta_a)(v_a - 0.05)^{0.62}(0.37v_aT_u + 3.14)$$

$$T_u = 100\frac{\sigma_v}{v_a}$$

with

$\sigma_v$: Standard deviation of air velocity within a 0.2s time period.

Equations (6) show that PD increases with:

- Decreasing air temperature,
- Increasing air speed,
- Increasing air turbulence intensity.

Heat loss from skin is dependent on the turbulence intensity of the airflow, the air velocity and the air temperature. For illustration a similar effect can be observed with noise. Most people consider intermittent noise more annoying than noise with a constant amplitude.
Equation (6) is presently part of established comfort standards [18]. However, there are various researchers who doubt the model’s predictions due to various reasons. According to [72], Fanger’s experiments only include air flow towards the neck and the model’s predictions can hardly be adapted for other body parts. There might be also a chance that positive effects of air movement in warm environments are underrated [3]. According to his research 92% of the people predicted to be exposed to the risk of draft demanded even more air.

### 2.2.4 Secondary thermal comfort parameters

Basic research was done and published by P.O. Fanger concerning secondary parameters influencing thermal comfort [37]. These parameters include:

- Day to day variations,
- Age,
- Body build,
- Geographical differences,
- Thermal acclimatization.

Essentially his research showed that there is no statistically significant correlation between thermal comfort and these parameters. Most of the research available today generally confirms these findings [8], [18]. However, Fanger indicated that women may tend to prefer slightly higher neutral temperatures than males. This was confirmed by a Finnish study with 3094 subjects which showed, that females are less satisfied with room temperatures than males, prefer higher room temperatures and feel both uncomfortably cold and uncomfortably hot more often than males [61].

There might also be differences in perception of thermal comfort during the day, because it is known that human’s thermo-receptor threshold values fluctuate in dependence of the time of the day [115]. According to [15], thermal comfort sensation of test engineers during road testing may change during the day. Although there may be only little effects of thermal acclimatization, thermal comfort perception may also be dependent of the time of the year [77].

### 2.2.5 Psychological behaviour

Some researchers argue that thermal comfort is also dependant from economic, ecologic, ergonomic and physiologic criteria in order to cover regional, financial, cultural and individual boundary conditions [7], [86], [93]. To some extent, thermal comfort is also an individual state of mind and cannot be only explained with physical variables. It is therefore also linked to contextual variables such as local climate, occupants’ expectations, available control over the environment and the processes by which the indoor environment is controlled, perceived,
experienced, and interacted with [8]. The ability to control the own thermal environments may make the automotive subjects feel more positive about their overall thermal comfort [134]. For example, knowledge of air temperature contributes to human’s perception of thermal comfort [105]: Subjects were seated in a climate chamber whose environment was controlled electronically. A heater was placed in the chamber and half of the subjects were informed that the heater is switched off. The other half was misinformed and was told that the heater is switched on. Although the heater was actually off and could therefore not thermally influence the environment in the climate chamber, it was found out that those subjects, who were told that the heater was on, reported higher thermal sensations than those who were told the opposite. Similarly, occupants would be more tolerant against draft, if they have personal control over air delivery devices [18]. Some researchers report psychological and behavioral adaption effects [131]. Psychological adaption is thereby an altered perception of the environment due to past experience, accompanied with a relaxation of expectations. Behavioral or ‘adaptive’ adjustments will induce a change in heat balance and are known as the adaptive theory of thermal comfort, which will be described in Chapter 2.3.4.

2.2.6 Transient and non-uniform environments

Thermal comfort theory in uniform, steady state environments is nowadays widely accepted and measurement methodologies exist, which have been defined in standards like ISO 7730 or ASHRAE Standard 55 [28], [3]. Most of thermal comfort knowledge available today has been gained in the in the past 30 years. However, this knowledge is mainly based on research conducted under the assumption of homogeneous and steady-state laboratory conditions. In practice, there is hardly any steady-state or homogeneous hypothetical environment. For example, local discomfort may arise due to local convective cooling by draught, cooling and heating by radiation, as well as cold feet and warm head caused by vertical temperature differences [5], [75]. Assessment of thermal non-uniform environments is difficult due to a lack of general knowledge about the superposition and influence of multiple thermal sources [26]. Today thermal comfort in transient and non-uniform environments is far from fully understood and researchers are still arguing about the exact interrelationships [122]. Therefore a general theory cannot be presented in this thesis, however some findings of the latest research will be summarized.

In uniform and steady state environments, there is a linear relationship between whole body thermal sensation, thermal acceptability and thermal comfort. On the ASHRAE thermal sensation scale (Chapter 2.4.1.1), overall thermal comfort is assumed to occur between -1
(slightly cool) and +1 (slightly warm) [2], [28]. These linear correlations are not applicable to non-uniform and transient environments. According to [136], subjects report more discomfort, the more the non-uniformity of thermal sensation they perceive, even if they are in overall thermal neutrality. Overall thermal comfort is strongly influenced by single body parts. Thermal sensation across the body depends on [134]:

- The body’s local thermo regularity mechanism,
- Asymmetry in clothing insulation,
- Thermal sensitivity of the individual body parts,
- Rate of change in body’s skin and core temperatures.

Feet adapt very slowly to the environment. Long adaption times up to 5 hours may occur due to poor blood circulation [36]. It is well known that cold feet are less comfortable than warm feet. This may be justified due to low core temperatures at feet level. It could be possible that the body therefore reacts more sensitive to further decrease in temperature.

The opposite applies to the head which prefers cooler ambient temperatures. Thermal comfort standards therefore point out that increasing temperature from the foot to the head may be less acceptable than increasing temperature level from head to feet area [1], [2], [28]. The head is crucial for thermal comfort sensation and less importance is accounted for hands and feet [36]. According to [134], the back, chest and pelvis are the most dominant body parts and the brain seems to be more sensitive to cooling changes in parts near the body core than to changes in extremities. These parts were found to show preference for warm sensation [133].

If skin temperature is in a middle range, the correlation between skin temperature and thermal sensation will be close to linear. Small decreases in skin temperature of chest, back, neck and head induce a large cooling sensation whilst other body parts like face, hands and arms have less sensitive cooling [132]. The higher the face skin temperature, the more the sensitivity. The lower the face skin temperature, the less the thermal sensitivity [77].

However, local sensation does not only depend on skin temperatures, but also on the overall thermal state of the body. This means that for a given overall thermal state, different output sensations may exist for the same input stimuli. Local thermal sensation is much warmer during cold tests when the whole body is cold and much colder during warm tests when the whole body is warm [132].

According to [134], overall body thermal sensation is a complaint-driven process. The strongest local sensations tend to dominate overall sensation and whole body sensation tends to follow the cooler local body sensations [41]. A study investigated human responses to local cooling with air jets in warm conditions and found that the air jet velocity preferred by the subjects was not
the one corresponding to thermal neutrality, but the one that decreased the sensation of warmth without causing too much discomfort due to draft [136].

Similar observations have been made for local thermal comfort. Local thermal comfort assessment is affected when the whole body thermal sensation is different from the local thermal state. In general, any action that leads to a decrease in whole body’s heat stress is felt as pleasant. In hypo-thermic states, warm stimuli are felt as pleasant and unpleasant in hyper-thermic states. If the subject is in neutral state, neither warm nor cold stimuli are felt as pleasant. However, there are also exceptions to these findings. Independent from the body’s thermal state a warm pelvis is found to be comfortable when the body is cold, but a preference for a cold pelvis in overall warm body state can’t be observed [133].

Analogous, cool breathing air is felt pleasant if the whole body is warm, but warm breathing air is still felt unpleasant when the whole body is cold. Additionally, extreme local cold-warm sensations are felt to be uncomfortable independent of the body’s thermal state.

Overall thermal comfort is better specified with local comfort votes than local sensation votes. Under stable conditions overall thermal comfort is, similar to overall thermal sensation, a complaint driven process. When two body parts are strongly uncomfortable, the whole body comfort sensation will be close to the most uncomfortable part, independent of the comfort level of the other parts. However, in transient conditions, overall thermal comfort is better than predicted by the two most uncomfortable body parts. This may be due to physiological reasons or because comfort levels are varying all the time, a decisive judgment might therefore be less definite [134].

According to [137], thermal sensation change with time has significant effect on thermal comfort. According to [138], persons were seated in a Room with $\theta_a=+25^\circ\text{C}$, were asked to enter a room with $\theta_a>+30^\circ\text{C}$ and to report their thermal state. It was noticed that skin temperatures and thermal state vote (TSV) increased gradually. When the subjects returned to the cooler room, the TSV changed immediately whilst skin temperatures decreased gradually. It is therefore concluded that the body reacts more sensitive to sudden cold changes than to sudden exposure to hot environments and skin temperatures can only be of limited use. This is confirmed by [122], which states that thermal comfort in transient environments can be predicted more precisely from air temperature than from skin temperature.

2.2.7 Vehicular environment

Comfort in a vehicle is an interaction of many sources and can be divided into different aspects [40], [97]:
- Dynamic factors as vibration, shocks,
- Ambient factors like thermal comfort,
- Air quality,
- Ergonomics.

An automotive passenger compartment is a very special environment and distinguishes inherently from architectural environments. It can be best classified as an inhomogeneous, transient and non-steady environment [21]. Comfort predictions in vehicles are very complex due to non-uniformities of temperature and air flow, high localized air velocities and many radiation sources. Many parameters are not independent from each other and their interrelationship is not known exactly, which makes an experimental study nearly impossible [45]. So far there has been little research on vehicle thermal comfort and many researchers tried to adapt principles of existing literature to the automotive environment [72]. However, some researchers argue that due to the enormous differences to architectural environments, existent standards and methods can hardly be adapted [33]. Since an average adult dissipates about M=100W of energy to the environment and the space in a vehicle compartment is limited, occupation rate per volume and per area is very large and passengers will have an influence on the vehicle interior [33], [40]. Air flow within a passenger compartment is highly asymmetric and of three-dimensional nature [40], [45], [97]. Temperature- and velocity differences between head and feet level, as well as between front and rear compartment, are high [41]. The ventilation flow from the HVAC unit to the passenger compartment can be affected by many properties of the passenger compartment, including parameters such as location of the air vents and passenger occupancy [4], [62]. Figure 2-5 shows an example of an inherently non-uniform air velocity field from the middle of a vehicle compartment, using the method of particle image velocimetry.

Figure 2-5: Air velocity field inside a passenger cabin [4]
An aggravating factor is the passenger’s ability to select between various ventilation profiles, the air flow direction as well as the nozzle opening ratio of each vent independently. This results in an unmanageable large number of possible flow patterns.

External environmental conditions have a strong influence on the vehicle cabin due to limited insulation material as well as a large glazing ratio [40], [97]. Mean radiant temperature normally differs far more from air temperature than in buildings and air velocity is also higher than in buildings and less uniform [96]. Unlike to buildings, the position of a vehicle is not fixed in space and parameters suffer from strong temporal and local variability, resulting in complex non-uniform and transient interior conditions. To compensate for these disturbances, air has to be locally provided. This increases the chance of unwanted local cooling or heating on some parts of the body [21], [53]. In heated rooms air temperature normally increases with height away from the floor. This is unacceptable in vehicles, where heated air should be directed to the bottom area, whereas cooled air should be directed to the head region [33], [88]. In a vehicle cabin, passengers can hardly adapt to extreme climate conditions through changing clothing, opening and closing blinds, or changing location.

Solar radiation has a strong influence on thermal comfort in a vehicle cabin [32]. 70% of the solar load in a vehicle arises due to sunlight through glazing areas [33], [34]. The actual solar load on vehicles is dependent of the glass properties, solar incident angle and the solar spectrum. Short-wave radiation is based on skin or clothing absorbency and long-wave radiation is absorbed, based on the skin and clothing emittance [45]. A window influences thermal comfort in three ways [72]:

- Long wave radiation from the warm or cold interior glass surface,
- Transmitted solar radiation,
- Induced air motion caused by differences between glass surface temperatures and adjacent air temperatures.

Latter one can reach values up to $v_a=1\text{m/s}$ [72]. Whether disturbances are perceived as pleasant or annoying also depends on the overall situation. For example, in winter sun radiation on the skin may be felt as pleasant, while additional warming through sun radiation in summer will most probably be perceived as discomfort. There are also secondary factors which may influence the thermal comfort perception in a vehicle cabin, such as interior and exterior colors, upholstery and vehicle size [33].

### 2.3 Thermal comfort models

Thermal comfort modelling basically started in the 1960s mainly for use in military and aerospace applications. As a consequence, oodles of thermal comfort models have been
developed and published in the past decades and an overview is extremely in transparent. In addition, much research has been conducted by private companies and has not been published due to confidentiality reasons.

Available research concerning modelling approaches can be distinguished in:

- Thermal comfort indices,
- Virtual models,
- Manikins.

The major advantage of the use of models is their reliability. For identical conditions, they will give ‘identical’ responses. Especially automotive industry has adopted the modelling approach in order to reduce costs arising from vehicle test involving subjects. However, a disadvantage of models can be given in terms of validity, because no mathematical or physical model will accurately represent human response [100]. Some researchers mention that models are used in part to diminish the variability subject to human judgments and perceptions. Different underlying theories are used for different modelling approaches, which makes an objective comparison very difficult [33].

2.3.1 Thermal comfort indices

A thermal index is a tool which is used for designing and assessing thermal environments in terms of individual parameters that correspond to thermal comfort. A thermal index is a single number that represents the degree of thermal comfort. Many attempts have been made to describe thermal comfort with only one index. One can distinguish between rational and direct indices. First ones are primarily based on mathematical relationships and use the equation of heat balance to predict human response, while latter ones incorporate direct measurement of physical parameters that respond to thermal comfort [33]. Direct indices often combine two or more parameters in one variable to simplify the description of the thermal environment. Literature reveals vast of proposed indices. However, most of them have only little meaning in practical applications. An overview is given in [93]. The most important ones will be introduced in the following subsections.

2.3.1.1 PMV & PPD index

The pioneer of thermal comfort modelling was P.O. Fanger. His work in the early 1970s to predict thermal comfort has been considered as the most valuable and important approach in thermal comfort research history. Fanger’s work is based on the principle of energy balance, which means that internal heat produced by internal metabolism must be equal to the amount of heat dissipated to the environment. Mathematically this means:
\[ M - W = q_{sk} + q_{res} + S, \]  

(7) 

with 

- **M**: Rate of metabolic heat production \( \left[ \frac{W}{m^2} \right] \),
- **W**: Rate of external work \( \left[ \frac{W}{m^2} \right] \),
- **\( q_{sk} \)**: Total heat loss from skin \( \left[ \frac{W}{m^2} \right] \),
- **\( q_{res} \)**: Total heat loss through respiration \( \left[ \frac{W}{m^2} \right] \),
- **S**: Heat storage in the skin/core compartment \( \left[ \frac{W}{m^2} \right] \).

Through laboratory tests with college aged subjects, Fanger could derive a linear relationship for activity level and sweat rate as well as for activity level and mean skin temperature. Heat loss from skin and respiration rate was expressed with physical variables and was substituted in equation (7). However, there are infinite combinations that will satisfy equation (7). Fanger therefore noticed that satisfaction of the heat balance equation alone is not a sufficient condition for thermal comfort and concluded that:

‘*Man’s thermoregulatory system is quite effective and will therefore create heat balance within wide limits of the environmental variables, even if comfort does not exist*’ [37].

However, there is only a narrow interval that ensures thermal comfort, meaning that mean skin temperature and sweat rate must be within narrow limits. After statistical analysis and investigation of those limits, Fanger presented a modified heat balance equation and called it ‘Comfort equation’:

\[
\frac{M}{AD_u} (1 - \eta) - 0.35 \left[ 0.43 - 0.061 \frac{M}{AD_u} (1 - \eta) - p_a \right] - 0.42 \left[ \frac{M}{AD_u} (1 - \eta) - 50 \right] \\
- 0.0023 \frac{M}{AD_u} (44 - p_a) - 0.0014 \frac{M}{AD_u} (34 - \vartheta_a) \\
= 3.4 \cdot 10^{-8} f_{cl} [(\theta_{cl} + 273)^4 - (\theta_r + 273)^4] + f_{cl} h_c (\theta_{cl} - \vartheta_a)
\]

(8) 

with 

- **M**: Metabolic rate \( \left[ \frac{W}{m^2} \right] \),
- **\( A_{Du} \)**: Dubois area (surface of the nude body) \( [m^2] \),
- **\( \eta \)**: External mechanical efficiency of the body,
- **\( p_a \)**: partial pressure of water vapour in the room air \( [Pa] \),
- **\( \vartheta_a \)**: Air temperature \( [\degree C] \),
- **\( \vartheta_{cl} \)**: Mean temperature of outer surface of clothed body \( [\degree C] \),
- **\( \vartheta_r \)**: Mean radiant temperature \( [\degree C] \),
\( f_{cl} \): Ratio of surface area of the clothed body to the surface area of the nude body,

\( h_c \): Convective heat transfer coefficient \( \frac{W}{m^2 \cdot K} \).

Equation (8) allows the calculation of reasonable combinations of variables which ensure thermal comfort. When the comfort equation is satisfied, a large group of persons will show a thermal sensation close to neutral. However, equation (8) cannot be used to evaluate a given environment and to express the level of comfort probably experienced by occupants.

To overcome this limitation, Fanger extended his comfort equation. Under the assumption of narrow ranges for thermal comfort, he concluded that the level of discomfort is higher, the more the load on the effector mechanisms deviates from the comfort condition. The correlation to the predicted mean vote (PMV) is then a function of the body’s thermal load \( L \) and the internal heat production \( M \). It can be described as the remainder of equation (8) when heat balance is not fulfilled. Equation (9) represents this relationship mathematically.

\[
PMV = f \left( L, \frac{M}{A_{Du}} \right) = \left ( a \cdot e^{\frac{k M}{A_{Du}}} + b \right ) L
\]

The PMV output is calibrated to the seven point ASHRAE scale, ranging from -3 (cold) to +3 (hot). The parameters \( a, k \) and \( b \) have been statistically determined by Fanger through extensive tests with subjects. After insertion of \( a, b, k \) and equation (8) into equation (9) and after some simplifications, the PMV can be written as:

\[
PMV = [0.303 e^{-0.036M} + 0.028] \\
\cdot \{ M - W - 3.05 \cdot 10^{-3} [5733 - 6.99(M - W) - p_a] \} \\
- 0.42[(M - W) - 58.15] - 1.7 \cdot 10^{-5} M (34 - \vartheta_a) - 3.96 \\
\cdot 10^{-8} f_{cl} \{(\vartheta_{cl} + 273)^4 - (\vartheta_r + 273)^4\} - f_{cl} h_c (\vartheta_{cl} - \vartheta_a)
\]

and:

\[
\vartheta_{cl} = 35.7 - 0.028 (M - W) \\
- [3.96 \cdot 10^{-8} f_{cl} \{(\vartheta_{cl} + 273)^4 - (\vartheta_r + 273)^4\} + f_{cl} h_c (\vartheta_{cl} - \vartheta_a)]
\]

\[
h_c = \begin{cases} 
2.38 | \vartheta_{cl} - \vartheta_a |^{0.25} & \text{for } 2.38 | \vartheta_{cl} - \vartheta_a |^{0.25} > 12.1 \cdot \sqrt{v_a} \\
12.1 \sqrt{v_a} & \text{for } 2.38 | \vartheta_{cl} - \vartheta_a |^{0.25} < 12.1 \cdot \sqrt{v_a}
\end{cases}
\]

\[
f_{cl} = \begin{cases} 
1 + 1.29 l_{cl} & \text{for } l_{cl} \leq 0.078 m^2 \cdot \frac{K}{W} \\
1 + 0.645 & \text{for } l_{cl} > 0.078 m^2 \cdot \frac{K}{W}
\end{cases}
\]
with:

- **M**: Metabolic rate \( \frac{W}{m^2} \),
- **W**: External, mechanical work \( \frac{W}{m^2} \),
- **I_c**: Clothing insulation \( m^2 \frac{K}{W} \),
- **f_c**: Clothing ratio,
- **\( \vartheta_r \)**: Mean radiant temperature [°C],
- **\( \vartheta_a \)**: Air temperature [°C],
- **\( v_a \)**: Air velocity \( \frac{m}{s} \),
- **\( p_a \)**: Partial water vapour pressure [Pa],
- **\( h_c \)**: Convective heat coefficient \( \frac{W}{m^2K} \),
- **\( \vartheta_{cl} \)**: Clothing surface temperature [°C].

The PMV model was developed for steady state and uniform environments. It addresses the body as a whole and its output doesn’t allow for conclusions about the thermal sensation of single body parts. Clothing insulation is assumed to cover the body entirely and uniformly. Clothing values from tables affect the PMV calculation additively. Fanger states that the PMV model is only able to address statistically the thermal response of a large group of people and is not valid to predict the response of the individual [37].

Fanger recognized that due to individual differences a climate that satisfies everybody does not exist. This conclusion has enormous meaning for the implementation of HVAC controls:

Regardless of the complexity and the performance of the underlying control algorithms, we are never able to design a product that satisfies the whole entirety of people.

To estimate the proportion of people which are thermally dissatisfied with a given environment, the predicted percentage of dissatisfied (PPD) was introduced. Under the assumption that single votes are normally distributed around the mean, the PPD can be found as:

\[
PPD = 100 - 95e^{-0.03353 \cdot PMV^4 - 0.2179 \cdot PMV^2}
\]  \( (11) \)

Figure 2-6 represents the PPD in dependence of the PMV. It is noteworthy that Fanger identifies the minimum amount of dissatisfied people for a given climate under optimal conditions as 5%.
Presently, the PMV index is the most established and best understood method to evaluate indoor thermal comfort. It is therefore substantial part of established thermal comfort standards like ASHRAE 55P or ISO 7700 [2], [28]. Much research has been conducted in the last decades to verify the PMV and PPD models. Most researchers support Fanger’s theory. However, there are also some researchers who critically question Fanger’s findings. In studies, [8] found that most respondents reported a much warmer thermal sensation than predicted by the standard model and concludes that PMV underestimates the actual thermal sensation, which is probably affected by additional factors such as available control over the environmental conditions, the annual outdoor climate and culturally related expectations. PMV is not always a good predictor of actual thermal sensation, because of difficulties in obtaining accurate measures of clothing insulation and activity level [18]. This is confirmed by [49], which mentions that the ‘clo’ values described in tables are not accurate enough to classify comfort within 0.3 PMV steps.

There is consensus that the PMV model cannot be used in transient and non-uniform environments and is not applicable to the individual [40], [55], [76], [96]. PMV is only suitable for minor fluctuations of the input variables, provided that the time averaged values of the previous one hour period are applied [75]. The PMV evaluation method treats the entire body as one object and therefore does not distinguish between different parts of the body. If one body side is warm and the other cold, the PMV calculation would result in a mean zero thermal load and would therefore indicate a neutral thermal sensation. Obviously, the local effects of asymmetric conditions, such as an environment with a hot or a cold window, or local air motion around a person’s face provided by a fan, are lost in this whole-body model. A person may
perceive local discomfort although the whole body is within comfort ranges [48]. It is known that the PMV equation has not been verified against various kinds of clothing and activity. Therefore, with the same clothing, activity and thermal environmental parameters, some people may still feel discomfort although a thermal sensation of neutrality is predicted by the PMV index. The validity of the PPD model has also been argued. According to Fanger the PPD constitutes of 2.5% dissatisfied persons due to cool sensation and 2.5% dissatisfied persons due to warm sensation. It is thereby assumed that subjects who report a thermal sensation of slightly cool, neutral and slightly warm are satisfied with their environment, while subjects who report a thermal sensation of cold, cool, warm and hot are dissatisfied with their environment. Some researchers argue that the PPD and PMV indices were therefore determined by definition and not by interview [79]. Different PPDs have been proposed in literature [126]. Figure 2-7 compares some suggestions for PPD.

![Figure 2-7: PPD comparison [126]](image)

2.3.1.2 Operative temperature

The operative temperature $\vartheta_o$ is defined as the weighted average of air temperature and mean radiant temperature. It can be represented as

$$\vartheta_o = \frac{h_r \vartheta_r + h_c \vartheta_a}{h_r + h_c},$$

(12)

with:

- $\vartheta_r$: Mean radiant temperature [°C],
- $\vartheta_a$: Air temperature [°C],
- $h_r$: Radiative heat coefficient [$\frac{W}{m^2 \cdot K}$],
- $h_c$: Convective heat coefficient [$\frac{W}{m^2 \cdot K}$].
For sedentary persons who are not exposed to direct sun light and when $v_a<0.2\text{m/s}$, equation (12) can be approximated as the arithmetic mean of $\vartheta_a$ and $\vartheta_t$ [2].

2.3.1.3 Equivalent temperature

The equivalent temperature is a measure of the effects of non-evaporative heat loss from the human body. It is derived from the operative temperature and also includes the effect of air velocity on a heated body. The equivalent temperature does not account for subjective variations or human sensitivity [32]. According to [92], it is defined as the ‘Uniform temperature of an imaginary enclosure with air velocity equal to zero in which a person will exchange the same dry heat by radiation and convection as in the actual non uniform environment’.

The effects on human body are best known for whole body heat exchange. Limited experience exists for local heat exchange. It is supposed that the sum of radiative and convective heat exchange $R$ and $C$ is equal to the total heat exchange. Introducing the equivalent temperature $\vartheta_{eq}$, it can be mathematically described as:

$$ R + C = F_c f_c h_r (\vartheta_{sk} - \vartheta_r) + F_c f_c h_c (\vartheta_{sk} - \vartheta_a) $$

$$ \equiv F_c f_c h_r (\vartheta_{sk} - \vartheta_{eq}) + F_c f_c h_c (\vartheta_{sk} - \vartheta_{eq}). $$

Solving equation (13) for $\vartheta_{eq}$ yields:

$$ \vartheta_{eq} = \vartheta_{sk} - \frac{R + C}{\frac{h_r}{h_c}}. $$

Equivalent temperature can be also calculated using the comfort equation or through empirical relationships. There is no direct method to determine the real equivalent temperature for the whole body and local body parts. The standard definition for the equivalent temperature in equation (14) only applies to the whole body. However, in inhomogeneous environments whole body equivalent temperature is not sufficient to perform accurate measurements. Therefore four different equivalent temperatures have been defined [40], [93] and [52]:

- Whole body equivalent temperature, which refers to the heat exchange of the whole body,
- Segmental equivalent temperature, which refers to the heat exchange of single body parts,
- Directional equivalent temperature, which refers to the heat exchange within the half space in front of the infinitesimal space,
- Omnidirectional equivalent temperature, which refers to the heat exchange around the body, or to a part of the body.
These equivalent temperatures differ in terms of properties and measurement methodologies. More detailed information can be found in literature, e.g. [32].

In transient and inhomogeneous environments like a vehicle compartment, the evaluation and association of local equivalent temperatures is important. Standards like ISO 14505, which deals with comfort measurement in vehicles, recommend a representation like Figure 2-8.

Figure 2-8: Equivalent temperature [32]

In this case the y-axis of Figure 2-8 represents 16 different body parts (a-q). The x-axis represents $\theta_{eq}$. The sections 1-5 represent ranges of thermal sensation, such as:

1. Too cold,
2. Cold, but comfortable,
3. Neutral,
4. Warm, but comfortable,
5. Too warm.

That means a representation like Figure 2-8 defines thermally acceptable levels for different body parts. According to different clothing insulations for different seasons of the years, thermal comfort sections may vary over the year and sections in Figure 2-8 will be offset.

Some researchers argue that human sense of thermal comfort is very complex and doubt that the application of equivalent temperature is the appropriate index for thermal comfort assessment [39], [135]. Other scientists mention that equivalent temperature only covers dry heat loss and doesn’t account for humidity, clothing insulation and metabolic rate. Local equivalent temperature just quantifies the thermal sensation of individual body parts. However, it does not
give any indication about individual comfort levels [72]. For instance, when some body parts are (slightly) cool whilst other body parts are warm, the concept of equivalent temperature is not able to quantify overall body comfort. According to [106], local equivalent temperature is a good, but not a fully sufficient indicator for thermal comfort.

2.3.1.4 Effective temperature

The effective temperature $\theta_{et}$ combines operative temperature and humidity in one single index. It is defined as [1]:

“The temperature of an environment at 50% relative humidity that results in the same total heat loss from the skin as in the actual environment”

Mathematically it can be written as:

$$\theta_{et} = \theta_o + w i_m LR(p_a - 0.5p_{et}),$$  \hspace{1cm} (15)

with

- $w$: Skin wetness,
- $i_m$: Total vapor permeation efficiency,
- $\theta_o$: Operative temperature [°C],
- LR: Lewis ratio, ratio of evaporative heat transfer coefficient to convective heat transfer coefficient [K/kPa],
- $p_{et}$: Saturated vapor pressure at [kPa].

2.3.2 Virtual thermal comfort models

The occupant’s thermal interaction with the environment involves physiological and psychological responses. Models shall quantify those responses and allow for making predictions even if, in case of automotive engineering, a vehicle prototype is not yet available. Hereby the mathematical representation of the human’s thermo-regularity system and the psychological response to the environment is modeled. Models incorporate data acquired from experiments with human subjects, theoretical as well as empirical relationships. Established models are normally multi-node models, where a thermal system has been simplified into a series of nodes which shall represent various segments of the human body. Nowadays there is a plurality of thermal comfort models available. Industry, especially automotive companies and suppliers, often rely on their own in-house developed approaches. Documentation about the state of the art and trends in research is therefore often only limited available.

Reference [85] describes a model to assess thermal comfort inside a vehicle cabin in dependence of the climatic conditions and the materials that compose the vehicle. However, the model uses hardly measurable variables like sky temperature and the amount of radiation on each external
surface of the vehicle. Reference [101] shows a model to predict human thermal comfort and concludes that for analysing local thermal comfort, local skin temperatures have to be considered with high accuracy. Reference [113] describes a modern automotive HVAC development cycle using virtual technologies for HVAC design. Reference [69] introduces an INCA model to simulate the vehicle compartment, which has been connected to a Matlab model, for simulating the human thermo-regularity system. The model consists of 14 body segments with each segment consisting of four concentric layers, namely core, muscles, adipose tissue and skin. Skin is further divided in four sub regions. Reference [82] has developed a thermal comfort evaluation package consisting of three predictive software tools:

1. A three-dimensional model for simulating human’s internal physiological system, incorporating responses like shivering, sweating, heart rate and local blood flows,
2. A psychological model for predicting human thermal comfort,
3. A thermal comfort manikin for vehicle testing and verification.

The combination of thermal comfort models and manikins will be discussed in Chapter 2.3.3. Some available models also consider variables like height, weight, age, gender, skin color and body fat [45]. Reference [44] uses a model that incorporates 16 body segments. Each segment is modeled as four body layers (core, muscle, fat, and skin tissues) including a clothing layer. The comfort model has the ability to predict local thermal comfort level of an occupant in a highly non-uniform thermal environment as a function of air temperature, surrounding surface temperatures, air velocity, humidity, direct solar flux, activity and clothing type. Combined with a physical model of the vehicle compartment including the geometrical configuration of the passenger compartment like glazing surfaces, physical and thermal properties of the enclosure, glass properties and knowledge of external loads, thermal comfort can be predicted. This approach is called virtual comfort engineering, since a real vehicle and test panels of subjects are not necessary. Further information about modelling can be found in literature like [93], [128]. However, computational models are often limited due to low resolution of temperature field calculations, inadequate modelling of human’s thermo-regularity system, insufficient information about the clothing worn, and a lack of agreement between calculated and measured results [93].

2.3.3 Manikins

Human testing is normally considered as expensive and time consuming. In extreme environments it is also considered as unethical to use humans as test subjects. Those problems shall be overcome by the use of manikins. Manikins are complex instruments with a human shape, which shall measure convective, radiative and conductive heat losses over the whole
body surface and any direction. A summary of human heat exchange with the environment is illustrated in Figure 2-9(a) and an example of a real thermal manikin with clothes is given in Figure 2-9(b).

![Diagram of human heat exchange](image1)

![Image of thermal manikin with clothes](image2)

(a) (b)

**Figure 2-9:** Thermal manikins; (a) Sources of human heat exchange [40], (b) Example of a clothed thermal manikin [93]

Thermal manikins are especially suitable for the automotive environment since in vehicle compartments, thermal comfort cannot be always simulated without the presence of a human body, due to its thermal interaction with the environment and due to changes in air flow pattern [40].

Manikins of the latest generation are supposed to imitate the human body as in many aspects as possible and consist of more than hundred individually controlled segments, including functions like respiration, blood circulatory and perspiration systems [93].

Reference [15] shows a manikin with 21 heated sensors which exchanges energy with the environment by convection and radiation. Sensors measure the resultant surface temperature (RST) and correlate it to thermal comfort. There are also manikins available, which incorporate breathing functionalities [128].

Some manikins can be even coupled with physiological and psychological models. For example, [109] introduces a suite of thermal comfort tools to assist in the development of smaller and more efficient climate control systems in automobiles. These tools which include a 126-segment sweating manikin, a finite element physiological model of the human body and a psychological model based on human subject testing, are designed to predict human thermal comfort in automotive environments. The principle is illustrated in Figure 2-10.
The manikin measures the heat loss from the human body in the vehicle environment and sends the heat flux from each segment to the physiological model. The physiological model predicts the body’s response to that environment, determines 126 segment skin temperatures as well as sweat rates, breathing rate and re-transmits this data back to the manikin. The manikin uses this information to adjust itself and provides the updated data to the physiological model. The psychological model evaluates the data from the physiological model to predict the local and global thermal comfort, as a function of local skin and core temperatures and their rates of change. Similar work was published by [108], which developed a psychological model consisting of a 120 zones thermal manikin, linked to a physiological and psychological model, in order to predict comfort in transient non-homogenous environments.

Due to advances in simulation technology and CFD technologies, there is a trend towards virtual manikins in order to achieve further cost reductions.

### 2.3.4 Adaptive approach

The adaptive theory of thermal comfort has its origin in field studies from the late 1970s, when researchers discovered that environmental conditions and parameters, like clothing insulation and metabolic rate, can only be hardly measured in field testing. It was also observed that people show a tendency to adapt themselves to changing environmental conditions and well known indices like PMV did not deliver the expected results. The PMV considers the human being as a passive recipient of the environment. However, in some areas of application occupants are not considered as inert recipients of the environment, because they are supposed to interact with their environment in order to optimize their conditions.

This behaviour was especially observed in naturally ventilated housings where well known indexes like PMV do often not correlate very well and comfort ranges are wider than rational ranges predict. Researchers therefore suggested that there must be a feedback between comfort and the subjects’ behaviour and that they must have adapted themselves to the environment.

The adaptive theory postulates: If an environmental change occurs, such as to produce discomfort, people react in ways which tend to restore their comfort [91]. An example of this
may be the opening or closing of windows, changing of clothing, making use of window blinds, etc. The adaptive principle therefore links thermal comfort to the people’s behaviour. Based on the assumption that there is a feedback between the environment and human’s interaction with his environment, the adaptive theory proposes that indoor comfort temperature only depends linearly from outdoor temperature.

In the author’s opinion the term adaptive might be misleading in this context. From an engineering point of view ‘Adaption’ normally refers to a learning process rather associated with machines than humans. In the further course of this thesis, terms like ‘learning’ and ‘adaption’, will be solely used with respect to soft computing principles.

2.4 Measurement of thermal comfort

Due to the complexity and the transient nature of the automotive environment, comfort indices and simulation methods are often limited in validity [41], [32]. Additionally, many parameters cannot be simply derived from fundamental relationships [87]. Therefore, methods for measuring thermal comfort, including instruments as well as human testing, have to be defined. These methods can be divided in subjective, behavioral and objective methods.

2.4.1 Subjective methods

The only direct method of measuring thermal comfort is to use human subjects [100]. Subjective methods shall quantify the subject’s response to a given environment with use of subjective scales. These scales are based on psychological continua that are relevant to the phenomenon of interest. Subjective methods are also required for validating various comfort models and comfort indices. At present there are five types of subjective scales [32]:

- Thermal sensation,
- Thermal emotion,
- Thermal preference,
- Thermal acceptance,
- Thermal tolerance.

Some examples of relevant concepts will be discussed in the following subsections.

2.4.1.1 ASHRAE scale

The ASHRAE scale is an example for a thermal sensation scale. Thermal sensation is a measure of the subject’s thermal state. It quantifies an abstract psychological measure of feeling. It refers to how a subject feels at the moment. No information is given on how the subject’s may evaluate the environment nor how he/she would like the environment to be [122]. The thermal state of the
body determines the thermal sensation. Some researchers therefore strictly distinguish between thermal sensation and thermal state evaluation [111]. The term “I feel cold” is for example a thermal state response whereas the term “the air feels cold” is considered to be a thermal sensation response. In this thesis the terms thermal sensation and thermal state will however be used interchangeably.

Thermal state evaluation is most often used in HVAC research. A popular thermal sensation scale is the ASHRAE scale, presented in Table 2.

Table 2: ASHRAE scale

<table>
<thead>
<tr>
<th>Numerical value</th>
<th>Linguistic value</th>
</tr>
</thead>
<tbody>
<tr>
<td>+3</td>
<td>Hot</td>
</tr>
<tr>
<td>+2</td>
<td>Warm</td>
</tr>
<tr>
<td>+1</td>
<td>Slightly warm</td>
</tr>
<tr>
<td>0</td>
<td>Neutral</td>
</tr>
<tr>
<td>-1</td>
<td>Slightly cold</td>
</tr>
<tr>
<td>-2</td>
<td>Cool</td>
</tr>
<tr>
<td>-3</td>
<td>Cold</td>
</tr>
</tbody>
</table>

It is often implicitly assumed that thermal sensation is somehow correlated to thermal comfort and people who feel neither warm nor cold are supposed to be comfortable. Some researchers therefore argue that with the ASHRAE scale, thermal comfort is not measured directly [105]. It might also be possible that subjects are comfortable even if they rate themselves not in a neutral thermal state (see Chapter 2.2.6).

Studies show, that there is significant difference between thermal sensation and thermal preference. In research conducted by [86], in 57% of the occasions the desired thermal sensation was different to neutral. People often tend to prefer slightly warm environments [86] and [79].

2.4.1.2 Uncomfortable/Sticky scale

Another concept of thermal evaluation is given in Table 3 and Table 4.

Table 3: Stickiness scale

<table>
<thead>
<tr>
<th>Numerical value</th>
<th>Linguistic value</th>
</tr>
</thead>
<tbody>
<tr>
<td>+4</td>
<td>Very sticky</td>
</tr>
<tr>
<td>+3</td>
<td>Sticky</td>
</tr>
<tr>
<td>+2</td>
<td>Slightly sticky</td>
</tr>
<tr>
<td>+1</td>
<td>Not sticky</td>
</tr>
</tbody>
</table>
Table 4: Uncomfortable scale

<table>
<thead>
<tr>
<th>Numerical value</th>
<th>Linguistic value</th>
</tr>
</thead>
<tbody>
<tr>
<td>+4</td>
<td>Very uncomfortable</td>
</tr>
<tr>
<td>+3</td>
<td>Uncomfortable</td>
</tr>
<tr>
<td></td>
<td>Slightly</td>
</tr>
<tr>
<td>+2</td>
<td>uncomfortable</td>
</tr>
<tr>
<td>+1</td>
<td>Not uncomfortable</td>
</tr>
</tbody>
</table>

Both scales have a similar layout with an absence of effect at the base and an increasing strength of effect up the scale. Psychologically, it is considered as important to use the consistent wording ‘sticky/uncomfortable’, which presents psychological continuum and ensures that the scale is uni-dimensional [100]. Both scales should be used together to complement each other. An example makes this clear:

If a person votes ‘Uncomfortable’ according to Table 4, no information is given about the source of discomfort. It could be either too humid, too hot but also too cold. However, if the subject adds ‘Not sticky’ according Table 3, one can conclude that discomfort is present due to cool/coldness. It is rather unlikely that a subject feels uncomfortable, too hot and the environment is assessed to be not sticky.

2.4.1.3 Thermal preference scale

Preferences scales like Table 5 include an evaluation of the environment. Compared to thermal state evaluation, preference scales allow conclusions about the subject’s preferred environment.

Table 5 Thermal preference scale

<table>
<thead>
<tr>
<th>Numerical value</th>
<th>Linguistic value</th>
</tr>
</thead>
<tbody>
<tr>
<td>+7</td>
<td>Much warmer</td>
</tr>
<tr>
<td>+6</td>
<td>Warmer</td>
</tr>
<tr>
<td>+5</td>
<td>Slightly warmer</td>
</tr>
<tr>
<td>+4</td>
<td>No Change</td>
</tr>
<tr>
<td>+3</td>
<td>Slightly cooler</td>
</tr>
<tr>
<td>+2</td>
<td>Cooler</td>
</tr>
<tr>
<td>+1</td>
<td>Much cooler</td>
</tr>
</tbody>
</table>
2.4.1.4 General conclusions

There are many more scales available in literature, e.g. [93], [111]. Scales can also be modified and details may be added. Binary scales (Yes/No) might also be helpful for evaluation of a given environment.

In general, evaluation scales must be carefully identified to meet the requirements of the specific application, because the way a scale is represented or handled may influence the results [32]. Often a combination of scales is recommended to be integrated into a questionnaire in order to complement each other and to provide a comprehensive measure of thermal comfort [100], [32]. To demonstrate this, two examples with a combined thermal state scale, an uncomfortable scale and a thermal preference scale will be given:

Example 1:

The simultaneous statements are given:

a) I feel slightly warm,

b) I feel not uncomfortable,

c) I could feel warmer.

According to a) the subject’s thermal state is slightly warm. However, he/she does not mention discomfort (b), although he/she even prefers a warmer climate (c). However, it cannot be concluded that a warmer environment would not result in discomfort.

Example 2:

The simultaneous statements are given:

a) I feel slightly warm,

b) I neither feel comfortable nor uncomfortable,

c) I would like to be warmer.

According to (a) the subject’s thermal state is slightly warm. He/she explicitly expresses the request to feel warmer (c). This suggests that the subject might feel uncomfortable. However, discomfort is not mentioned by (b).

Scales are relatively easy to use because no special instrumentation is needed. An advantage is that they directly address the phenomena of interest. A disadvantage is that human sensation of thermal comfort is individual and linguistic terms, as well as the semantics of language, may be interpreted differently by a panel of test subjects. The scales are supposed to be of cardinal nature. For instance a thermal sensation vote on the ASHRAE scale of 1.5 is supposed to be an evaluation exactly in the middle of slightly warm and warm. However, it is not proven that human’s thermal sensation is also linearly spaced within this range. This might be especially a
problem when statistically evaluating the results of questionnaires. A weak point for some applications may also be the lack of explanation for the reaction of the subject [32].

It must be carefully considered that humans vary in their thermal sensitivity, which means the ability to distinguish between different thermal states. This means that a person with a high thermal sensitivity may be able to evaluate a given climate more precisely and with more details than a thermal less sensitive subject. This is especially important in designing questionnaires and choosing the number of the scale’s linguistic terms. It must be pointed out, that most scales solely refer to whole body thermal sensation. In the majority of cases, they do not take into account local sensations. However, in vehicles local thermal discomfort may arise from various different sources. For instance, insulation of an automotive seat may prevent drying of a perspired back, which may also lead to thermal discomfort, although the other thermal parameters are within comfort ranges.

In terms of completeness it must be mentioned that there might be groups of people who are not able to fulfill the task of thermal evaluation, like babies and certain groups of disabled persons.

2.4.2 Behavioral methods

Behavioral methods quantify or represent human behavior as response to an environment. The particular aspect of observed human behavior is related to the human condition of interest. In terms of thermal comfort, a behavioral response might be a change of clothing, a change in seat, etc. Advantages of behavioral methods include minimum interference with what is being measured and a direct ‘active’ measurement of discomfort. Disadvantages include the difficulty in establishing validity and reliability of the method and direct interpretation of the results in terms of thermal comfort. For the example, changing a seat could be also the result of other environmental or psychological factors. Behavioral methods may deliver valuable knowledge to an external observer in a specific situation. However, they are not suitable for this thesis, because observations cannot be acquired automatically.

2.4.3 Objective methods

Objective measures aim to quantify the physical or mental condition of a person by the use of instrumentation or measurements of relevant variables, according to the phenomena of interest. An example is measurement of mean body skin temperature, or skin wetness, which both correlate to thermal comfort sensation. However, the measured values might be influenced by measurement errors and might be superimposed by distortions. Since thermal comfort is a condition of mind, correlation to physical variables might not be complete. Some objective
measures, like change in heart rate may also arise from other factors like nervousness, excitement, etc. [93].

An advantage of objective measures is that they are often independent from subjective methods and deliver consistent outputs for given input variables. However, measurement difficulties may arise. For instance in transient and inhomogeneous environments, localized phenomena can affect temperature and air velocity making it impossible to measure them accurately [32], [129].

2.4.4 Instruments for thermal comfort measurement

In buildings, which are normally considered as stationary and homogeneous, it is often sufficient to evaluate the room climate at only one position [21]. It is also comparatively easy to install measurement equipment and to measure single environmental variables [40]. Methods and instruments for measuring and evaluating the thermal environment are defined in standard ISO 7726 [27]. For buildings there has also been some research to develop sensor elements which incorporate more than one environmental physical variable and directly predict thermal comfort. Reference [58] proposes a silicon integrated sensing device based on a simplified PMV equation. Clothing and metabolic rates have to be inputted and are considered to be constant. Reference [124] introduces a similar concept based on a look-up table for PMV values. Assumption is made that all variables, with exception of mean radiant temperature, can be easily obtained. Metabolic activity and clothing insulation were chosen as constants for a typical office environment.

As pointed out in Chapter 2.2.7, the vehicle environment inherently differs from those of architectural buildings. Due to inhomogeneity, many sensors had to be installed in the vehicle compartment. To interpret the results with rational and direct comfort indices, measurement values must be accurate and according to their exact definition. ISO 14505 does not recommend indices like PMV and PPD for comfort evaluation in automotive environments [32]. Automotive industry has therefore developed a different strategy of assessment of thermal comfort [21] and focuses predominantly on the use of equivalent temperature to assess the climate in a vehicle compartment [40], [92], [32]. There are three possible methods to determine equivalent temperature in a vehicle cabin.

2.4.4.1 Measurement of single physical variables

Theoretically, it is possible to determine equivalent temperature through measurement of single variables like air temperature, mean radiant temperature and air velocity. However, this approach is not recommended since compartment space is limited and due to the cabin’s properties, equivalent temperature has to be measured at many locations [32]. Additionally,
errors arise because the sensors cannot be installed at exactly the same positions [40], [93], [97]. Due to the extremely inhomogeneous environment, it is therefore possible that environmental conditions may vary strongly within a small radius.

2.4.4.2 Heated sensors

A method to assess equivalent temperature is to use heated sensor elements, which respond to the combined influence of environmental variables. Heated sensors are based on the principle of deriving the equivalent temperature from measurement of dry heat loss from the sensor surface. Examples of such sensors are described in [35], [96] and [94]. The sensors are loaded with a constant heat flux according to the desired metabolic rate. The RST is measured and can be calculated with a linear relationship to the equivalent temperature. According to [94], the equivalent temperature $\vartheta_{eq}$ can be determined as:

$$\vartheta_{eq} = 1.09 \cdot RST - 15.08^\circ C.$$  \hfill (16)

There are different possible designs. Heated sensors in a flat package can be used to measure directional heat fluxes. However, there are also sensors with an ellipsoid shape available, as illustrated in Figure 2-11. These have the advantage to have a similar ratio to horizontal and vertical projected areas in order to simulate the shape of a human being.

![Ellipsoid thermal comfort transducer](image)

**Figure 2-11: Ellipsoid thermal comfort transducer [96]**

These sensors are predominantly used to measure omni-directional heat flux. To assess thermal comfort in a vehicle, flat heated sensors can be mounted at characteristic positions on an unheated manikin or omni-directional sensors can be mounted on a frame. The principles are shown in Figure 2-12(a) and Figure 2-12(b)
2.4.4.3 Manikins for thermal comfort measurement

Automotive industry prefers manikins to assess thermal comfort. Thermal manikins are the only instrument capable of simultaneously measuring the effects of air temperature, radiant heat exchange, air velocities, solar gains, clothing properties and including the presence of a physical body.

Manikins consist of many individually controlled segments which can be further separated in zones. Figure 2-13 shows an illustration of a manikin which is divided into 16 zones.

Figure 2-12: Thermal evaluation in automotive with sensors [32]; (a) Unheated manikin with attached flat sensors, (b) Frame with omni-directional transducers

Figure 2-13: Thermal manikin divided in 16 zones [32]
Voltage is pulsed to each segment at a rate that allows maintaining surface (skin) temperature. Power consumption is then a measure of radiative, convective and conductive heat loss which can be mathematically described as:

$$Q_{meas} = h_c(\theta_{sk} - \theta_a) + h_r(\theta_{sk} - \theta_r) + h_k(\theta_{sk} - \theta_i).$$  \hspace{1cm} (17)

The direct measurement of total heat loss $Q$ eliminates the determination of the single parameters in equation. However, there is no method available which accounts for single measurements of the right side of equation (17).

Manikins have to be calibrated in climate chambers under well-defined conditions with use of equation (18). Radiative and convective heat coefficients have been thereby summarized to $h_{cal}$.

$$\theta_{eq} = \theta_{sk} - \frac{Q}{h_{cal}}$$  \hspace{1cm} (18)

To measure the heat flux for the whole human body plural zones should be used in order to account for asymmetries [32]. For instance, temperature asymmetries on the manikin’s surface may arise due to sun radiation or parts being in direct contact with the vehicle.

Thermal manikins can be operated in different operating modes:

- Constant surface temperature,
- Constant heat flux,
- According to a comfort equation.

Those methods should be chosen according to the application and differ in terms of stability, speed, surface temperature and in measurement range. More details can be found in appropriate literature, such as [32].

2.4.4.4 General conclusions

Results obtained from different measurements methodologies cannot be compared with each other [32]. To measure the local equivalent temperature, the heat flux of the individual segments (which may be further separated in heated zones) is determined. According to [84], the differences for whole body equivalent temperature between different manikins could differ up to $\Delta\theta_{eq} = 4^\circ C$ and the more non-uniform the environment, the more the differences in measured equivalent temperature. The differences mainly depend on the surface shape, surface size and the surface temperature of the sensors. Reference [12] states, that the repeatability of determination of the equivalent temperature according to the heat-integrating sensors and the basic climatic measurements is better than that according to thermal manikin measurements.

However, none of the methods can mimic the exact heat exchange of a human body. The final interpretation of the equivalent temperature still requires extensive comparison to subjects.
2.5 Technical realizations using intelligent concepts

The electronic circuitry of automotive HVAC ECUs is often divided into two subsystems. This is shown in Figure 2-14.

For clear illustration, only one single feedback control unit is assumed to control all HVAC actuators. The output vector $y$ is therefore continuously adjusted, according to the difference of the reference vector $x$ and the actual vector $y'$. The reference vector is determined by a multidimensional characteristic zone, which has been yellowly marked in Figure 2-14. It also contains thermal comfort parameters, which have been determined with methods described in Chapters 2.3 and 2.4.

These comfort parameters are stored in an electrically erasable programmable read-only memory (EEPROM) as parametric characteristic zones or multiple ‘if-else’ statements. The application engineer has the opportunity to adapt the reference block, in order to fit the HVAC behaviour to the vehicle. However, due to the high dimensionality of the problem and existing interrelationships between parameters, this is often a matter of luck and does not guarantee success at all. The researcher feels that this procedure is not optimal and suggests substituting the characteristic zone block in Figure 2-14 through a blackbox approach. This blackbox will be trained with collected measurement data using methods of artificial intelligence.

Artificial intelligence is predominantly used in fields of research, where it is difficult to obtain exact mathematical knowledge about the process or when knowledge is even unavailable. Many approaches using methods of artificial intelligence have been proposed in literature with respect to thermal comfort. On the one hand this may be justified with the fuzzy definition of thermal comfort and on the other hand due to the enormous difficulties in measuring and assessing thermal comfort. The following subsections will summarize some existing concepts of intelligent strategies with application to thermal comfort.

Figure 2-14: Simplified HVAC ECU layout
2.5.1 Fuzzy logic

Due to the nonlinear relationships between system variables and thermal comfort, [25] proposes fuzzy to control thermal comfort in a similar way as a human would do. He therefore uses heuristic terms to describe the level of comfort. Input variables are ambient temperature, engine coolant temperature, interior temperature, an one-dimensional image of the sun load and the set-point of user temperature. The system outputs were defined as intake air mode, discharge air mode, blend position and blower speed.

Reference [99] models the electrical system of a vehicle and proposes two fuzzy controllers in order to control blower speed and temperature inside the vehicle cabin. The emphasis on the research was not primarily based on thermal comfort, but rather on compensating the non-linear characteristics in the temperature and blower control process.

Reference [130] claims that temperature feedback in an automobile is not sufficient to achieve thermal comfort. An optimized fuzzy controller, based on Fanger’s PMV index, is therefore proposed as automotive controller feedback. To simplify the system, only air temperature and air velocity are used as input variables. Metabolic rate is assumed to be constant at a rate of 1 met, relative humidity as h=50%, and clothing is assumed to be constant at 0.7 clo. Mean radiant temperature is defined to be equal to air temperature.

Reference [16] proposes a PID fuzzy controller and aims to control indoor PMV. To measure the PMV, a thermal comfort meter was used.

Reference [112] proposes a fuzzy logic controller to predict human thermal sensation in an automobile. Input variables are air temperature, various vehicle parameters as well as skin temperatures taken from thermocouples. The vehicle was however kept stationary during the tests and during data acquisition and passenger’s desired air temperature value was tied.

Reference [73] aims to avoid iterative calculations for Fanger’s PMV model and therefore suggests fuzzy logic to determine the PMV index. Input variables are air temperature, mean radiant temperature, air velocity, relative humidity, clothing insulation as well as activity level.

Reference [42] argues that it is impossible to use mathematical models for the design process of HVAC systems due to the complexity of calculations, human’s vague and subjective sensation of thermal comfort and the difficulties to measure all variables in low cost. A fuzzy controller using air temperature, relative humidity, air velocity, radiant temperature, clothing insulation and metabolic rate is proposed. A similar concept has been published by [119].
2.5.2 Neural networks

With a similar argumentation, [139] proposes a neural network to predict the PMV index. Input variables are air temperature, mean radiant temperature, air velocity, relative humidity, clothing insulation as well as activity level. Similar work was done by [67], which incorporates human learning with a neural network to approximate PMV.

Reference [6] states that real-time calculation of the PMV model is necessary to use it in HVAC control systems and therefore suggests a neural network to estimate PMV. Input variables are air temperature, relative humidity, air velocity, globe temperature, wet bulb temperature and wall temperature.

Due to enormous technical efforts to measure operative temperature, [118] proposes a neural network to estimate the operative temperature in buildings. The concept is based on the assumption that the operative temperature can be estimated by knowledge of other variables which can be acquired more easily, for instance indoor and outdoor temperatures, the electrical power consumption in the room, wall temperatures, ventilation flow rates as well as the time of day.

Reference [89] presents a fuzzy logic network combined with a neural network which uses average air temperature and average humidity to predict thermal comfort. Similar research was done by [19].

Reference [59] optimizes the blower pattern and temperature distribution inside a vehicle cabin using three neural networks. The neural networks are used to control air flow volume, air outlet temperature and air outlet position.

Reference [65] suggests a neural network to predict automobile seat comfort using pressure sensors.

In order to predict clothing thermal comfort, [71] suggests a fuzzy neural network taking into account only body core and skin temperatures as well as their deviations.

Reference [125] proposes a neural network to predict the automotive passenger’s thermal sensation. Input variables are limited to four skin temperatures.

Reference [39] suggests a neural network in order to estimate whole body thermal comfort, whole body thermal sensation, partial thermal sensation of face, left forearm, left hand and left foot. Input variables were 15 skin temperatures taken from different body parts.

Reference [68] proposes a neural network to predict occupant’s thermal sensation. Input data was air temperature, air velocity, humidity and mean radiant temperature. Training data came from a thermal comfort survey. The neural network was verified for a number of situations
including fixed clothing and metabolic rates, as well as variable clothing, metabolic activities and different subjects.

### 2.5.3 Support vector machines

Reference [66] demonstrates the application of least square support vector machines (SVM) to estimate the PMV index as well as psychometric variables like humidity ratio, dew point temperature and enthalpy of air.

Reference [83] uses SVMs to predict thermal comfort indices like PMV, PPD and ET for vehicle application. As modelling data, air temperature, mean radiant temperature, relative humidity, air velocity, metabolism and clothing is used. Evaluation was done in an environmentally controlled climate chamber, using the seven-point ASRAHE thermal sensation scale.

### 2.6 Summary

There are three different concepts for automotive HVAC units available today. Automatic ones are supposed to control the cabin environment autonomously and compensate for all perturbations. However, in practice there is often only measured the in-cabin temperature and a simplified one dimensional image of the solar load is used. Systems therefore suffer from a lack of environmental sensory information and a deficient correlation to thermal comfort.

It is concluded that thermal comfort is a complicated factor involving various physical, physiological, as well as psychological variables. This is in contrary to the generally established opinion, that thermal comfort can be determined and modeled only by knowledge of air temperature. The involvement of physiological and psychological aspects considerably complicates the development of models and the assessment of thermal comfort. The next chapter will deal with these problems in detail and will propose solutions.

Theories dealing with thermal comfort in steady state and uniform environments have been available since the early 1970s. The most important contribution was done by P.O. Fanger, whose work is still the basis of present thermal comfort standards. Fanger recognized that due to individual differences, a climate that satisfies everybody does not exist. This is a very important conclusion, which affects the implementation and performance of control strategies for HVAC units. Conversely however, it should be possible to develop a HVAC control strategy, which is specially adapted to the individual.

There are many further indices and models available to predict and assess thermal comfort. The applicability of indices and models to the automotive environment is controversial, because most of them have been developed and verified in uniform and steady-state laboratory environments.
Some researchers claim, that the assumptions for those tests can’t be transformed to real situations. In terms of this research, it is therefore suggested to evaluate thermal comfort in a real car incorporating real driving/traffic situations.

Thermal comfort in transient and inhomogeneous environments is still far from understood. Comprehensive theories and standards dealing with those environments do not exist and researchers are still busy with investigations. The vehicle cabin can be classified as such an environment, however of a much more dynamical nature and with more perturbations, than known from architectural structures.

In terms of this project, this means that one is hardly capable of extracting information from previous research and that the layout of the experimental setup can hardly be verified against existing literature. Methods for measuring thermal comfort can be distinguished in subjective, behavioral and objective methods.

Automotive industry predominantly adopts the concept of equivalent temperature, virtual thermal comfort models and thermal manikins to assess the automotive environment. However, it is concluded that no mathematical model can exactly represent human’s behavior. A detailed argumentation, why thermal manikins and the principle of equivalent temperature are only applicable in a vehicle’s design process, will be given in the following chapter.

Methods of artificial intelligence have been successfully applied in many engineering areas. In thermal comfort engineering, efforts have however been especially made in the approximation and simplification of existent thermal comfort indexes like PMV. It is noteworthy, that some researchers have applied those concepts also to the automotive environment, although it is well known that their underlying theories only apply to uniform and steady-state environments and may not be valid in automotive application. Little research has been done so far in thermal comfort evaluation using human test subjects, in combination with methods of artificial intelligence. Theoretically, strategies of artificial intelligence are capable of approximating any given non-linear function. It is therefore concluded, that artificial intelligence is a suitable concept to model thermal comfort in automotive applications.

However again, any technical implementation of thermal comfort, regardless of the quality and the complexity of involved control algorithms, cannot account for the individual differences in terms of thermal comfort perception. It is therefore considered as impossible to design a static system that satisfies all people simultaneously.
Chapter 3

Experimental Setup

Humans have preferences and judgments about their environment, which they have learnt from past experience. It seems straightforward to apply this methodology also to technical engineering processes. Reference [105] states:

‘If people say that they like something or that they prefer something, it should be fed into the design process even if it cannot be proven with rational models.’

This is in contrast to the commonly established scientific approach. Engineers ideally investigate a problem in order to gather knowledge about a given unknown process in advance. This knowledge is then used to develop a model, or to propose a solution to the problem. This approach works well in cases where a human is able to clearly identify the problem and the system’s performance depends on the researcher’s knowledge about the modeled process. However, hardly any engineer will be able to solve a problem, or to suggest a solution to a problem, if he/she does not understand the process or its underlying theory.

In terms of this research, knowledge about the system ‘human’ is prevalently unknown. Information can only be gathered through measurements of the environment, in terms of an input vector, and human’s behavior as corresponding output vector. In order to learn the underlying functionality from data implies the existence of a comprehensive data base, containing the necessary knowledge to which the system should adapt to. In terms of this research, this means:

- Information about the ambient environment,
- Information about the vehicle environment,
- Information about the correlation of thermal comfort to those parameters.

Data sets from field studies in architectural environments have been collected by various researchers over the last four decades. However, due to the peculiarities of the vehicular environment, this knowledge can’t be utilized for this research. It is therefore necessary to develop a suitable framework for data collection in order to evaluate the thermal environment in an automobile. Data acquisition is followed by a data mining process to ensure consistency and a final modelling phase for system learning. This cycle is illustrated in Figure 3-1.
Adequate tools have therefore to be developed and integrated to an experimental setup. This chapter will list the requirements and will describe the experimental setup in detail. Data mining and system learning methods will be described in Chapter 4 and Chapter 5.

3.1 Initial situation

In Chapter 2.2.7, the vehicle compartment was found to be of considerably more complex nature than architectural buildings. The state of the art in assessment of automotive thermal comfort is the use of heated sensors and manikins. These principles have been presented in Chapter 2.4.4.

The use of this methodology is theoretically absolutely justifiable due to the principle of human’s perception of the environment. Chapter 2.2 points out, that humans are predominantly sensitive to heat exchange with the environment. It is therefore consequent to conclude that heat flux measurements may, theoretically, deliver more comprehensive results than just measurements of single physical variables. However in real world situations, apart from climate chamber tests, it is often not convenient or even impossible to use heated sensors or manikins for thermal comfort assessment. This is justified due to various secondary aspects which are of technical, economical and ergonomic nature. These include:

- Measurement of equivalent temperature from different instruments and different control strategies are not comparable to each other and are, due to complex environmental interactions, often hardly repeatable. In this context, it shall be mentioned, that for example, heat flux measurements are dependent of clothing insulation. However,
clothing properties themselves are a complex function of various other ergonomic factors, also including body posture [30],

- Instruments for measuring equivalent temperature have to be regularly calibrated. For long measurement series, a weekly calibration procedure is recommended [32]. In the author’s opinion, this seems to be inappropriate for automotive application.

- Heated sensors must be installed at characteristic positions on the human body in order to obtain meaningful results. This is acceptable in laboratory environments. However, physically attaching any sensors to the passenger in everyday life is unpractical and will considerably influence his/her overall comfort sensation and satisfaction.

- During road tests manikins can hardly be used to evaluate driver’s thermal comfort sensation [106]. Due to the same reasons, they can’t be used as a HVAC controller feedback either.

- The integration of heated sensors in the vehicle’s final design is considered to be difficult. This especially applies to omni-directional sensors, like those presented in [96],

- Sensor response to transient environments is slow and instruments often require recovery times of several minutes [32],

- Heated sensors and manikins are quite costly. 2008, quotations indicated a price range of about 13000€ for one heated sensor element including the appropriate control electronics. To cover the inhomogeneity of the vehicle compartment more sensors would be needed and would have to be installed.

It is noteworthy that during a vehicle’s design process automotive manufacturers often simulate the environmental conditions in climate chambers using the principle of equivalent temperature to assess thermal comfort. However, in the final vehicle’s design the interior vehicle climate is only controlled by in-cabin temperature in the majority of cases. It is therefore disputable, if present automotive HVAC units can cope with the specifications, which were identified for them during the vehicle’s design process.

The author concludes that the use of thermal manikins and heated sensors is therefore limited applicable to measurement of thermal comfort in automotive environments. This may be less justified in today’s existing sensor technology, but rather in the definition of equivalent temperature and its measurement requirements.
3.2 Specifications

During road testing, the vehicle is exposed to an extended range of environmental conditions and mechanical forces, like shocks and vibrations. Therefore specifications have to be defined in order to ensure that the equipment operates reliably under all circumstances.

3.2.1 Test procedures

Established test procedures for automotive HVAC units can be divided into three categories [21]:

- Transient conditions,
- Short transient conditions,
- Stationary conditions.

Transient testing conditions refer to heating and cooling of the passenger compartment under extreme environmental conditions. An example may be a cooling down process of a passenger vehicle, which has been previously soaking in the sun. This scenario is often simulated in climate chambers with the purpose of verifying the maximum cooling power of the HVAC system. These results are especially important in the design phase of a vehicle, because HVAC units are presently designed and verified against extreme and harsh environmental conditions [120]. The measured quantity is usually in-cabin air temperature, which gives an indication about the time to cool down or heat up the vehicle compartment. Nevertheless, due to the presence of high thermal asymmetries and air velocities during these tests, a very poor correlation is achieved in terms of thermal comfort perception and environmental parameters.

Short transient testing conditions aim to simulate small variations of interior and exterior climate. An example may be a change in cabin set-temperature, vehicle speed or sun load. Short transient conditions consolidate the overwhelming majority of conditions in every-day driving situations.

Stationary conditions rarely occur in automobiles. Steady-state conditions may be present in a truck cabin during the sleeping period of the driver [21]. However, nearly stationary conditions may also occur when for instance driving on a highway on a cloudy day, with no change in speed and ambient temperature.

This research mainly focuses on short transient and steady state conditions. In terms of transient conditions, it is postulated that extremes in environmental conditions with deactivated HVAC unit also induce extreme interior conditions. Therefore the correlation between input vector and output vector might not be consistent, because any arbitrary HVAC setting that helps to reduce thermal discomfort would be perceived as pleasant by the occupants.
However, the measurement equipment must still be able to distinguish between all three testing categories. Even in non-extreme environments, there is still a transient phase beginning with the start of each measurement. An example may be the gradually increasing coolant temperature from the point of starting the vehicle. This directly influences the temperature in the mixing chamber of the heater box and therefore also the vehicle interior. Additional influence is exercised by the occupants. The thermal state of the body, before entering the car, affects the response of a person during initial testing [41]. It is therefore important for the measurement equipment to be able to distinguish between testing categories, in order to produce consistent outputs.

3.2.2 Functional requirements

Measurement equipment is required to operate under a variety of environmental conditions. It must be insensitive to shocks, vibrations and it is required to continuously monitor the periphery, in order to prevent corrupt sensor recordings. In terms of thermal comfort evaluation, literature points out, that questionnaires are time consuming and may put stress on the test subjects. This might influence the objective measure [32], [106]. It is therefore suggested to use computers for thermal comfort evaluation. This is especially true for automotive thermal comfort evaluation, where subjects are required to evaluate their comfort levels several times per minute, due to the overall transient conditions in the vehicle cabin. Humans quickly feel a change in their environment and will immediately react to this change. It is therefore important that the instruments have small response times, in order for being able to recognize transient changes.

The following functional requirements have been identified for the experimental setup:

- Operation within a wide range of environmental conditions and resistivity against shocks and vibrations,
- Short response time to changes in environmental conditions,
- Continuous self-diagnosis of all peripheral components,
- Automatic thermal comfort evaluation using a computer,
- Synchronization of all data sources,
- Tools must be able to communicate with each other in a lossless, integrated way and must be flexible enough for customization.
3.3 Design framework

3.3.1 Relevant parameters

In Chapter 2.2.3, relevant comfort variables have been identified and another explicit experimental design is therefore not needed. In practice however, some of those parameters are nearly impossible to measure in terms of reasonably expense. This research is a trade-off between costs and accuracy, in order to keep the project as industry-related as possible.

3.3.1.1 Air temperature

In-cabin air temperature is the most frequent measured parameter in HVAC systems. This might be justified by the fact, that it can be obtained relatively easy and often people associate thermal comfort mainly with air temperature. There are many different methods to measure air temperature. ISO 7726 proposes three categories of instruments:

- Expansion thermometers,
- Electrical thermometers,
- Thermo anemometers.

However in practice, only thermometers with electrical output interface have significance. This is most probably because of economic reasons and convenient use in HVAC feedback control systems. The response time of the sensor element is predominantly dependent of its size and its heat exchange with the environment. The smaller the sensor element and the less its specific heat capacity, the less its response time. When measuring air temperature, special care must be taken to minimize the influence of radiation from surrounding surfaces [40]. According to [27], this can be achieved with:

- Reducing the emission coefficient of the sensor’s surface. This can be done with polishing the sensor’s surface or applying reflective paint,
- Reducing the temperature gradient between the air and surrounding surfaces,
- Shielding the sensor element against radiation,
- Using fan aspirated sensors in order to increase heat convection between the surrounding air and the sensor element.

In the major vast of automotive applications, fan aspirated sensors are used to measure in-cabin air temperature. Sometimes also infrared (IR) sensors are used, which aim to measure the average surface temperature in the sensor’s field of view [47]. Both types of sensors are often integrated into the HVAC ECU. In terms of thermal comfort, [46] claims that fan-aspirated sensors may suffer from high response times. It has been proposed, that thermal comfort might be better correlated to breath temperature. Therefore an ultrasonic sensor, capable of measuring
bulk air temperature, has been proposed. However, the speed of sound is influenced by many other variables and [47] concludes, that in some cases, there is a shift of up to $\Delta \theta = 5^\circ$C, compared to measurements with thermocouples.

3.3.1.2 Mean radiant temperature

Mean radiant temperature has major influence on thermal comfort perception and might cause discomfort, even if air temperatures are in acceptable ranges [33]. Some researchers believe, than it can have up to the same influence on thermal comfort than air temperature [45]. Sources of radiation are manifold and include for example dashboard and roof temperatures in extreme summer or winter conditions. Mean radiant sources can be measured with instruments being capable of integrating the radiation of an environment’s surface to a mean value. Examples are black globe thermometers and two-sphere radiometers [74]. In terms of thermal comfort, ISO 7726 recommends ellipsoid shaped sensor elements, in order to account for the body shape of a human being. The response time of the instrument is dependent of its sensor diameter. Due to high response times, globe thermometers can hardly be used in transient environments [27]. The mean radiant temperature is often approximated using the temperatures of the surrounding surfaces as well as the corresponding angle factors. Latter approach was found to be also convenient for this research and has been described in Chapter 2.2.3.2.

3.3.1.3 Air velocity

Air velocity effects human heat exchange in terms of convection and evaporation. Air streams can be represented as vectors in a three-dimensional space. There exist various tools to measure directional and non-directional air velocity:

- Impeller anemometers,
- Hot-wire anemometers,
- Pulsed-wire anemometers,
- Thermistor anemometers,
- Ultrasonic anemometers,
- Laser Doppler anemometers.

Thermistor anemometers are often used to determine the air velocity in rooms [27]. In vehicle compartments, the small air outlets generate high air velocities and air fluctuations in the cabin. Air velocity is additionally often affected by localized phenomena, making it impossible to measure it accurately [129].

Air flow in the vehicle cabin also changes with infiltration rate which is a function of vehicle speed. At high speed, more air is forced into the passenger compartment due to increased air
pressure levels at air intake level. This effect was verified with a measuring setup illustrated in Figure 3-2.

![Figure 3-2: Air velocity measurements; (a) Front air outlet, (b) Passenger head](image)

An impeller anemometer was installed at one front air outlet as well as at head position. This is shown in Figure 3-2(a) and Figure 3-2(b) respectively. Experiments were conducted with a constant blower load of 50% while the aperture ratios of the air outlets were kept constant. The results for the air velocity $v_a$, measured at nozzle level in dependence of the vehicle speed $v_v$, are presented in Table 6.

**Table 6: Air velocity in dependence of vehicle speed at nozzle level**

<table>
<thead>
<tr>
<th>$v_v$ [km/h]</th>
<th>$v_a$ [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.8</td>
</tr>
<tr>
<td>60</td>
<td>5.1</td>
</tr>
<tr>
<td>110</td>
<td>5.6</td>
</tr>
</tbody>
</table>

The results of the measurements, taken at head level, are shown in Table 7.

**Table 7: Air velocity in dependence of vehicle speed at head level**

<table>
<thead>
<tr>
<th>$v_v$ [km/h]</th>
<th>$v_a$ [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>50</td>
<td>0.7</td>
</tr>
<tr>
<td>80</td>
<td>0.9</td>
</tr>
</tbody>
</table>

It is therefore evident that the vehicle’s dynamic condition has an influence on the air velocity and most probably also on the air distribution inside the vehicle compartment. According to Table 7, this effect might probably be perceived by the occupants.
Due to the enormous non-uniformity of air distribution and the variety of possible air-flow patterns inside the vehicle cabin, the author considers it as impossible to measure air velocity with one, or more single discrete sensors, at all comfort relevant positions.

In this research it is rather assumed, that air velocity and air distribution inside the vehicle cabin is a function of mainly

- Vehicle speed $v_v$,
- Flap position $f$,
- Blower load $b$.

This dependence can be mathematically expressed as

$$v_a = f(v_v, f, b).$$

(19)

It is assumed, that the system can internally reveal the thermal comfort relevant correlation. Real measurement of air velocity and exact knowledge of air distribution is therefore not explicitly needed.

Adjustability of the air outlets can additionally inherently influence air velocity and air distribution within the vehicle compartment [60]. In terms of this research, nozzle position as well as nozzle direction have therefore been permanently fixed in the vehicle.

3.3.1.4 Humidity

Humidity can be measured in different denotations. Absolute humidity represents the actual amount of vapor content in the air. Relative humidity refers to the vapor content of the air according to the theoretical maximum possible amount, air is able to absorb at the given air temperature and atmospheric pressure. There are various instruments available to determine absolute and relative humidity:

- Dew point hygrometers,
- Lithium-chloride hygrometers,
- Capacitive hygrometers,
- Absorption hygrometers,
- Psychometers.

Detailed descriptions of the instruments can be found for instance in [27]. However, for automotive application only capacitive hygrometers are applicable due to economic and maintenance reasons. For human heat exchange with the environment, only absolute humidity is of relevance [27] and vapor pressure can be considered as constant within the vehicle cabin [32]. Measurements of relative humidity can be converted to absolute humidity with knowledge of local air temperature. Literature claims, that due to the positive effect of humidity in heat stress, heat exchange via evaporation in the automobile cabin can be neglected [32]. However, Chapter
2.2.3.3 pointed out that even if humidity had no primary influence on thermal comfort, it might still influence thermal comfort perception secondly, on an air’s freshness point of view. Measurement of relative humidity has therefore also been implemented in this research.

3.3.1.5 Metabolic rate

Human metabolic activity is extremely difficult to measure. Available methods are summarized in ISO 8996 [29]. Presently, there are four principles to estimate or measure human energy expenditure:

- Screening methods,
- Observation methods,
- Analysis methods,
- Expertise methods.

Screening methods refer to the estimation of typical metabolic rates according to various business professions, or to classify different activities into discrete categories.

Observation methods use external experts to estimate metabolic rates. Thereby activity is estimated due to observations of work load at individual body parts and body posture. It is also possible to establish a correlation using tables for specific activities. An example of such tables has been presented in Chapter 2.2.3.4.

Analysis methods refer to measurements of heart rate and its correlation to metabolic rate. Heart rate \( H \) can be composed as:

\[
H = H_0 + \Delta H_M + \Delta H_S + \Delta H_T + \Delta H_N + \Delta H_E, \tag{20}
\]

with:

\[
H_0 \quad \text{Heart rate in idle state},
\]
\[
\Delta H_M: \quad \text{Rise in heart rate due to dynamic muscular work},
\]
\[
\Delta H_S: \quad \text{Rise in heart rate due to static muscular work},
\]
\[
\Delta H_T: \quad \text{Rise in heart rate due to thermal stress},
\]
\[
\Delta H_N: \quad \text{Rise in heart rate due to psychological stress},
\]
\[
\Delta H_E: \quad \text{Rise in heart rate due to other factors}.
\]

Heart rate can be considered as linear in a range from 120 beats/minute up to about 20 beats/minute below the person’s maximum heart rate [29], [49]. In this range, the psychological term of equation (20) can be neglected. The equation also shows that heart rate is dependent of many other factors, which are primarily not correlated to metabolic activity. Additional factors that may influence human’s heart rate are for instance gender, age and body weight.

Expertise methods refer to measurements of metabolic activity in terms of the subject’s oxygen consumption. It is also possible to use chemical methods and samples of urine to estimate an
average metabolic rate for a given period of time. Other methods determine whole body heat loss or measure the body’s total mass loss over a period of time. Additionally, it is possible to estimate metabolic activity with knowledge of core temperature. [109] developed and verified an empirical human thermal comfort model using subjects, who had to swallow wireless temperature sensors, in order to measure the temperature of the distractive tract. All existent methodologies to measure human’s activity rate are quite extensive and impractical for the use in automotive applications. Any attachment of sensors or insertion of sensors in body orifices is considered to be inadequate for this research.

In case of automotive applications, it is assumed that internal activity is predominantly linked to the driving situation. For instance, it is considered that driving on a busy road with many stop-and-go conditions may put more stress on the subject than driving on an empty highway at constant speed. It is therefore assumed that metabolic activity $W$ can be related to variables, which provide information about the dynamic behavior of the vehicle, as well as the traffic situation. Information about the traffic situation can be best derived from the driver’s interaction with the vehicle.

It is therefore suggested to analyze the frequency of alternating changes $T$ of acceleration and brake pedal, in combination with the standard deviation of the vehicle speed $\sigma_v$. Mathematically, this means:

$$W \sim f(T, \sigma_v). \quad (21)$$

The number of alternating changes in acceleration and brake pedal is determined according to the following time-discrete ‘traffic’ function $TR[n]$:

$$TR[n] = \sum_{k=1}^{b} T[n-k] \quad with \quad \{T[n-k] = 0 \ for \ (n-k) < 0, \quad (22)$$

with:

- $n$: Sample time,
- $b$: Number of observation intervals.

In terms of this research, the constant $b$ was chosen to be 15. With $t_s=10s$, equation (22) allows for a total observation interval of 150s. With changes in traffic volume, $TR[n]$ will gradually increase or decrease with time. This is thoroughly a correct assumption, since human stress level is considered to show a similar characteristic.

3.3.1.6 Clothing insulation

Measurement of clothing insulation is extremely difficult [55]. ISO 9920 describes three methods to determine clothing insulation:
- Estimation of clothing insulation with tables for single pieces of clothing,
- Estimation of clothing insulation with tables for entire clothing combinations,
- Measurement of clothing insulation with heated manikins.

However, neither of these methods is suitable for application in automotive feedback control systems. The estimation of clothing insulation is vague and measurements are often imprecise. Therefore methods for measurement will not be described in this context and further details can be found in literature, such as [31].

For completeness it is mentioned that clothing insulation also depends on:
- Body posture,
- Automotive seat contact,
- Atmospheric air pressure,
- Humidity,
- Washing cycles of fabrics.

However, clothing insulation plays an important role in assessment of thermal comfort. In this research, it is assumed that subjects have consistent clothing habits while driving a car. It is considered as implausible, that a person chooses different clothing insulations for thermally identical environments. However, it must be considered that basic clothing insulation may vary during the year. By trend, basic clothing insulation is considered to be higher during winter than in summer. This will most probably cause variations in measurements results, according to the season of the year.

3.3.1.7 Solar load

Solar load has significant influence on thermal comfort in a vehicle compartment. It is estimated, that 50% of the HVAC unit’s cooling load in recirculation mode is due to solar heat gain [128]. Any exterior and interior surface absorbs and reflects solar energy and any surface that absorbs solar energy will increase its temperature as a consequence. About half of the solar energy consists of UV, V and IR rays, whereas IR contributes about 50% towards the total solar spectrum [33]. The effect of the solar spectrum on thermal comfort is controversial. References [72] and [51] cite studies emphasizing the influence of visible and middle infrared spectra towards thermal comfort, while others put the emphasis on long wavelength IR radiation. Reference [51] doubts the expressiveness of those studies with respect to thermal comfort, because they were conducted with high spectral-separated radiation levels. Based on testing, [51] concludes that in real life situations only radiation level, and not its spectral composition, is relevant for the thermal response of subjects. Due to large glazing areas and asymmetric cabin geometry, sun radiation may project complex patterns onto the human body. Some examples are
shown in Figure 3-3, which have been taken at different times of day and different positions of the vehicle relative to the sun. Radiated areas have been yellowly intensified. The azimuth- and elevation angles have been marked with ‘A’ and ‘E’ respectively.

Figure 3-3: Sun radiation on human body; (a) -10°A/40°E, (b) +20°A/15°E, (c) -60°A/40°E

Sun intensity is normally measured with pyranometers, which produce a linear thermo-voltage in dependence of the sun intensity. Due to economic reasons, automotive industry applies photodiodes instead. There are mainly three kinds of automotive solar sensors available today:

- Single zone solar sensors,
- Dual zone solar sensors,
- Quad zone solar sensors.

First ones consider the whole passenger compartment as one single zone. This type of sensor is usually used in combination with single zone HVAC units. Plural zone units allow passengers to set up individual climatic settings. For those systems, dual zone sensors or even quad zone sensors are installed. Latter ones are predominantly used in premium vehicles, where the rear passengers are required to have also the possibility to set-up an individual climate. Figure 3-4 illustrates the principle layout and shows an example of a dual zone solar sensor. Diffusers are thereby attached to impress the sensor with a specific characteristic. The sensor’s cover is usually transparent for IR radiation. The problem with those conventional sensors is the ambiguity of the output signals [90]. For instance, a low sun with a strong radiation may cause the same sensor output as a high sun with low solar radiation.

Figure 3-4: Dual zone solar sensor [82]; (a) Schematic, (b) Example of implementation
To overcome this limitation a novel three-dimensional sensor is used for this research. This allows for detailed differentiation of various radiation patterns, like those illustrated in Figure 3-3.

### 3.3.2 Sampling rate

Thermal comfort standards like ISO 7730 or ASHRAE do not give any indication how often environmental variables should be sampled in order to obtain meaningful results. This might be justified by comparatively slow ramps, which occur in architectural buildings. However, for draught determination it is recommended to monitor the mean values for air temperature and air velocity for a period of three minutes with a sampling rate of 5 Hz [75].

Choosing a reasonable sampling time is of immense importance for the measurement of thermal comfort parameters. For instance, if sampling rate is chosen too low, transient conditions will not be detected. This may result in loss of valuable information. On the other hand, if sampling rate is chosen too high, a hypersensitivity to transients and distortions may occur. This can influence system stability and additionally results in an overload of data. Literature reveals different sampling rates for similar concepts. Reference [20] analyses the airflow in a vehicle compartment with 72 temperature sensors which are sampled with 0.2Hz. Similar research has been conducted by [135], which has chosen a sampling rate of 0.1Hz. This is confirmed by [32] who recommends a sampling time \( t_s \) of 10s for heating up and cooling down measurements in a vehicle cabin. Reference [41] evaluates thermal comfort in a vehicle with ballots every two minutes in the first 30 minutes and afterwards at five minute intervals.

To determine an optimal sampling rate for this research, some experiments in a car have been conducted. The basic idea is that the sampling rate should be as low as possible, but high enough for being able to detect the most transient source, influencing thermal comfort. This source was determined to be sun radiation. Subjects were therefore placed in a pre-conditioned vehicle, which was parked in the shadow. It was ensured that the subjects felt comfortable inside the car before the test started. After that, the vehicle was directly moved into the sun at a sun intensity of roughly \( I=1000 \text{ W/m}^2 \). It was thereby ensured, that some body parts were directly exposed to sun radiation. The subjects were asked to report discomfort immediately and that time was measured. It was paid attention, that during the tests similar body parts were radiated and the subjects wore similar clothing. The subjects reported discomfort after periods ranging from 5s to 15s. The differences in response times can be explained with individual differences of thermal sensitivity.

According to these results, \( t_s=10s \) has been chosen for this research.
3.3.3 Human response

Measuring the human response to the thermal environment is the closest information researchers can obtain [33]. An established principle to evaluate thermal comfort is therefore the use of subjective methods, which have been summarized in Chapter 2.4.1. However, those scales have some disadvantages like imprecise wordings and plurality of meaning to the subjects. This can be explained with the semantic properties and variety of languages, whose effects cannot be easily compensated for. It can also not be assumed that steps within scales are equally spaced [93]. As a rule of thumb, evaluation scales should be as detailed as necessary but as simple as possible. Both effects are of opposite nature and a trade-off must be found. Too detailed evaluation scales might exceed the subject’s thermal sensitivity and might lead to inconsistent data acquisition. With application to the automotive environment there are mainly two difficulties with regards to evaluation scales:

The transient environment in an automobile requires comfort evaluation within short time intervals. For this research, the intervals are equal to the sampling rate, meaning that subjects are required to evaluate their environment every ten seconds. This would probably overstrain the subjects.

Secondly from a driver’s point of view, it is considered to be irresponsible and unpractical to demand filling questionnaires with a frequency of 0.1Hz during road testing. It is therefore required to develop an evaluation system which can be used intuitively without reducing driver’s ability to focus on traffic situations. For this research, two approaches have been developed to correlate measurements to thermal comfort:

- Electronic evaluation using a thermal preference scale in combination with a draught preference scale,
- Indirect evaluation of thermal comfort using the HVAC controller’s settings.

The second approach avoids direct thermal comfort evaluation and assumes that the occupant interacts with the HVAC controls in such a way, that thermal comfort will always be maintained in the vehicle cabin. According to the magnitude of change, it is possible to estimate the degree of comfort or discomfort. This principle will be used in the further course of this thesis.

3.3.4 Preliminary investigations

Since there is no instrument available that ideally fulfills all the specifications for this research, it was investigated if different tools can be combined to an integrated experimental setup. Initial testing was therefore done using standard measurement and data acquisition equipment, kindly provided by Volkswagen South Africa Ltd.
Several NiCr-Ni thermocouples have been connected to a Thermo-Scan® interface. The Thermo-Scan interface and the NiCr-Ni thermocouples are shown in Figure 3-5(b) and Figure 3-5(c) respectively. A top-up interface was additionally developed, in order to assess thermal comfort and to serve as a gateway for the solar sensor. This is shown in Figure 3-5(a).

![Figure 3-5: Preliminary experimental setup; (a) HMI, (b) Thermo-Scan, (c) NiCr-Ni thermocouple (Type K)](image)

The software package INCA⁶ was used as superior instance to control and synchronize all data sources. A connection to the comfort interface and to the vehicle’s Powertrain CAN has been established with a dual channel CAN card. The Thermo-Scan has been connected to a Laptop PC via RS232 interface. This configuration is shown in Figure 3-6.

![Figure 3-6: Distributed measurement system](image)

---

⁵ An interface from CSM GmbH, for the connection of up to 14 NiCr-Ni thermocouples
⁶ A commercial calibration, measurement and application software package for automotive applications developed by ETAS GmbH
After some initial testing, it has been observed that some of the thermocouples failed unpredictably during road testing, which resulted in irrationally high in in-cabin temperature readings. This problem was found to be the consequence of connectors coming loose sporadically due to vibrations during road-testing. INCA does not implement any fault detection and does not offer any diagnostic services. Data acquisition takes place irrespective of sensor readings being plausible or not. Information taken from bugged sensors is hardly correctable after measurement. Faulty data induces complications during system learning and probably affects the system’s performance.

Secondly, it was observed that data from different sources cannot be synchronized properly with the available equipment. Data is being recorded with time stamps and would have to be synchronized thereafter manually. This is a complex, time consuming and error-prone process, which may also result in faulty correlations. In terms of this research, INCA was considered not to be flexible enough for customization. Particularly, the system’s sampling rate could not be freely adapted to meet the requirements of this research.

Additionally, a hard wired prototype of the comfort interface turned out to be inadequate for road-testing, because connections came loose during road testing. This problem can be avoided by the use of a printed circuit board (PCB) design.

Finally, it was concluded that some of the requirements in Chapter 3.2.2 cannot be met with the available tools. Due to the lack of alternative systems, it was therefore decided to develop a novel comfort acquisition system, incorporating all functions and requirements which have been identified for this research.

3.4 Hardware design

This section will discuss the hardware concept of the experimental setup and will also address the integration into the research vehicle. For the rest of this thesis, the term ‘blower level’ refers to the setting of the in-cabin air vent, which has discrete values of ‘one’, ‘two’, ‘three’ and ‘four’. Similarly the term ‘flap position’ refers to the position of the air distribution flaps within the heaterbox and specifies the direction of the provided air flow. Latter domain is limited to ’feet’, ‘feet-head’, ‘breast’, ‘breast-head’ and ‘head’.

3.4.1 Concept

For this research, a Volkswagen Polo was used as an experimental platform. The exterior color of the vehicle was chosen to be black, in order to maximize the effects of sun radiation and energy absorbance. The vehicle is shown in Figure 3-7.
The experimental setup serves as integrated platform for measurement, data acquisition, thermal comfort evaluation and HAVC emulation. It therefore incorporates various analog and digital interfaces to connect periphery. Vehicle parameters are directly obtained from the vehicle’s powertrain bus through a high-speed CAN link. A Liquid Crystal Display (LCD) has been implemented for visualization of measurement variables as well as for monitoring the system status. Two four-way joysticks allow for comfort/draught evaluation for driver and passenger as well as setting up the interface. Data logging to a laptop PC is done via high-speed CAN link. The comfort acquisition unit is controlled by Atmel ATMEGA8 MCU via background debug mode (BDM). This allows easy inline re-programming of the comfort acquisition unit’s firmware. For software development, ATMELV AVRStudio® has been used. In detail, the experimental setup consists of:

- Nine digital temperature sensors,
- One analog humidity sensor,
- One digital three-dimensional solar sensor,
- One interface to the HVAC controller,
- One fan aspirated temperature sensor,
- Two 4-way joysticks,
- One 500kbs high-speed CAN connection to the vehicle’s powertrain bus,
- One 125kbs high-speed CAN connection to laptop PC,
- One 125kbs low-speed CAN connection to the vehicle’s comfort Bus,
- One 240x128 dot matrix LCD.

The overall concept is presented in Figure 3-8.
Figure 3-8: Experimental setup overview

The computing core is based on a 16-bit Freescale MC9S12DP512 MCU rated at 48MHz. This controller family was developed for automotive applications and includes a large variety of on-chip peripherals. More specification details can be found in [38]. For software development in ANSI-C, the Metrowerks Codewarrior® development suite has been used. The comfort acquisition equipment was installed in the boot of the research vehicle. This is shown in Figure 3-9.

Figure 3-9: Installation of measurement equipment
Shielded cables were used for all electrical in- and outgoing connections in order to minimize the influence of electrical distortions and to avoid interventions with the vehicle’s internal electronics. Figure 3-10 shows the installation of the HMI and the LCD in the real vehicle.

**Figure 3-10: HMI and display installation**

The system integration is shown in Figure 3-11.

**Figure 3-11: Components of thermal comfort acquisition and system control**

- (a) RS232 connection
- (b) Stores measurement data
- (c) Training (repetitive process)
- (d) Controls actuators (only in trained state)
- (e) Interacts with controls
- (f) Controls actuators and cooling circuit
- (g) Analog, CAN; Comfort acquisition system reads ECU set-up and controls ECU firmware
- (h) CAN; Reads vehicle data
- (i) Analog, I^2^C, Klimabusch; Reads environmental information
- (j) Allows for in-system programming
- (k) CAN; Sends information to PC
- (l) Displays measurements and system status
- (m) Interacts with interface
- (n) Reads vehicle data
3.4.2 Temperature sensors

Nine digital DS1631 high-precision digital temperature sensors, manufactured by Maxim Integrated Products Inc., have been installed in the vehicle compartment to measure temperature at distinctive locations. The sensors have been connected via I²C bus. This bus system was introduced by Philips Electronics N.V. in 1992. Originally, it was developed for the use in consumer products, in order to link a small number of devices on a single electronics card. Nowadays, the I²C protocol has been established as a universal interface for periphery connections. Communication is done with one clock and one data wire. The bus connection principle is illustrated in Figure 3-12(a). The format of a typical Read/Write sequence is shown in Figure 3-12(b).

![Figure 3-12: I²C Bus Structure [95]; (a) Bus connection, (b) Data flow](image)

Further information about the I²C bus can be found in appropriate literature, such as [95]. The DS1631 thermostats were chosen because of:

- High accuracy of \( \Delta \theta = \pm 0.5^\circ \text{C} \) in a wide temperature range from \( 0 \leq \theta \leq +70^\circ \text{C} \),
- Reliable MCU connection due to a digital interface,
- Low drift rates over time (\( \Delta \theta = \pm 0.2^\circ \text{C}/30 \text{ years at } \theta = +40^\circ \text{C} \)).

Digital signals are more robust against electrical interferences, since there is no need of leading and amplifying small analog voltage levels. This is of special importance in harsh environments like automobiles. Additionally, digital transmission protocols make it possible to easily implement basic diagnostic functions. The sensor’s resolution can be variably programmed from 9 to 12 bits. For this research, the resolution was set to 11 bits, which is equivalent to a maximum temperature resolution of \( \Delta \theta = \pm 0.25^\circ \text{C} \). The pinning of the DS1631 thermostat is shown in Figure 3-13(a). More detailed technical specifications can be found in [78]. In order to facilitate the installation inside the vehicle cabin, a PCB was developed to carry the sensor. This is shown in Figure 3-13(b).
Figure 3-13: DS1631 Digital temperature sensor; (a) Footprint (b) Installation on carrier PCB

3.4.2.1 Instrument panel

Figure 3-14 shows the locations of temperature sensors, which have been installed in the center console of the vehicle compartment.

Figure 3-14: Temperature sensor locations

To estimate the vehicle’s cabin mean air temperature $\vartheta_2$, an air aspirated sensor was installed behind the perforated white cover at position ‘I’. A conventional 12Vdc fan from a desktop computer was used to draw air from the interior, passing the sensor element. However, in order to reduce airflow, the fan was powered down and was supplied with $V=8$Vdc. The current was kept in a narrow range allowing only $I=70$mA ($\pm2.5$mA). This is continuously monitored by software. In case of violation, data acquisition is stopped immediately and an error message is produced. The configuration is shown in Figure 3-15.

Figure 3-15: Installation of fan-aspirated sensor element
At positions ‘II’ and ‘III’ in Figure 3-14, two temperature sensors have been installed to estimate the mixing chamber’s air temperature $\vartheta_1$. For installation, the controls and instruments had to be removed. The air-distribution inside the heaterbox is strongly stratified and the flow field is considered to be quite turbulent. A better measurement location is therefore in between the heaterbox and the connection pipes to the dash board’s side windows air outlets. This is shown in Figure 3-16(a).

Figure 3-16: Temperature sensors at front air outlet; (a) Overview, (b) Enlarged frontal air outlet section

Figure 3-16(b) shows an enlarged section of the frontal air outlet. It shows the location of the sensors, as well as the permanent openings, which are independent of the flap position. These openings always lead some air to the side windows in order to prevent misting. This ensures that always some air is being led across the DS1631 thermostats.

3.4.2.2 Dashboard

In general, the dashboard is the largest continuous part of plastic in vehicles. It is located behind the windscreen and is directly exposed to sunlight. The effect of radiation absorptivity is additionally intensified due to its black color. The dashboard temperature may rise up to $\vartheta_7 = +80^\circ\text{C}$ during summer season [107]. Reference [21] even indicates a range of up to $\vartheta_7 = +100^\circ\text{C}$. It is assumed that the dashboard is therefore the most intense radiation source in the vehicle. It is therefore suggested to measure the temperature of the dashboard as an approximation for the mean radiant temperature inside the vehicle cabin. Figure 3-17(a) shows the measurement of the dashboard temperature $\vartheta_7$. 
Figure 3-17: Measurement of dashboard temperature; (a) Sensor position, (b) Sensor installation

Figure 3-17(b) shows the sensor attachment at the dashboard’s body. To improve conduction from the dashboard surface to the sensor element, heat conduction paste was used. The sensor itself was additionally reinforced with cable ties and epoxy glue, to make it insensitive against shocks and vibrations.

3.4.2.3 Vehicle cabin

Literature does not clearly indicate at which and at how many locations inside the vehicle compartment, in-cabin temperature should be measured. In buildings, ASHRAE Standard 55P specifies three measurement heights for sitting persons at 0.1m, 0.6m and 1.1m above floor level. However, in the automotive environment such a standard would not deliver meaningful results due the extreme inhomogeneity of the cabin. Chapter 2.2.6 emphasizes the importance of head and feet for thermal comfort sensation. It was therefore decided to install temperature sensors at head and feet level for each driver and front passenger. This approach seems to be compliant with studies from other researchers [21], [37]. However, there are also other concepts available in literature. For instance, [62] assesses thermal comfort during the heating period of a vehicle and installed sensors at feet, knee, breast and head positions. For this research, thermostats were placed at head and feet level. The sensor locations for head level are shown in Figure 3-18.

Figure 3-18: Temperature sensor positions at head level
Figure 3-19 indicates the sensor positions at feet level.

![Figure 3-19: Temperature sensor positions at feet level](image)

It is important to note, that neither the sensors at head level nor those at feet level have been shielded against radiation. This means that the sensors are also sensitive to radiation to some extent. Due to general limited roof insulation in vehicles, this may have advantages for extreme ambient conditions. On the other hand, the plastic parts at feet level may gradually heat up due to their closeness to the heater box’s heat exchanger and might therefore also cause radiation discomfort at feet level. The black colored package of the temperature sensors enhances the sensors’ sensitivity to radiation.

### 3.4.3 Humidity sensor

The absolute vapor pressure is approximately constant within the vehicle cabin [88]. It is therefore sufficient to measure relative humidity in combination with temperature at only one location inside the vehicle compartment. The measurement position of both, relative humidity $h$ and cabin roof temperature $\theta_5$, is shown in Figure 3-18.

For this research project, a HIH 4000 sensor manufactured by Honeywell C&S was chosen, because of:

* High accuracy ($\Delta h = \pm 3.5\%$),
* Linear output voltage,
* Low drift over time ($\Delta h = \pm 0.5\%$ per year at $\theta_a = \pm 25^\circ$C).

More technical specifications can be found in [54]. Figure 3-20(a) shows the sensor element. For easy installation, the humidity sensor has been also mounted on a PCB. This is shown in Figure 3-20(b).
The sensor is supplied with $V=5\text{Vdc}$ and produces an output voltage, closely linear in dependence to relative humidity. The precision can be improved by using a second order polynomial. However for this research, approximation through a straight line is considered to be sufficient. The humidity can be calculated according to:

$$h = \frac{V_0 - 0.16V_s}{0.0062V_s}, \quad [\%]$$

with:

- $V_0$: Sensor output voltage [V].
- $V_s$: Sensor supply voltage [V].

### 3.4.4 Solar sensor

In Chapter 2.2.7, the influence of the sun on thermal comfort in vehicles has been pointed out. For this research, an innovative, custom-programmed three-dimensional solar sensor has been used, which is capable of measuring the sun’s intensity $I$, azimuth angle $\phi$ and elevation angle $\Psi$. Figure 3-21(a) shows the principle.
The solar sensor was mounted on the vehicle’s roof, as illustrated in Figure 3-21(b). The sensor is mainly sensitive to the range of near infrared radiation. The spectral sensitivity is shown in Figure 3-22.

![Figure 3-22: Spectral sensitivity of the solar sensor [11]](image)

The sensor uses the ‘Klimabus’ protocol to communicate with external hardware. In principle, this is based on a master-slave system with the MCU acting as master and the solar sensor as slave. The protocol is similar to RS232 communication. However, signal levels are unipolar, timing specifications differ and output impedances must be within defined ranges. Data is being transmitted and received via one bidirectional data line. More information about the ‘Klimabus’ can be found in [11].

An adaption interface is necessary, in order to connect the solar sensor to a standard serial communication interface. The schematic is shown in Figure 3-23.

![Figure 3-23: Solar adaption Interface](image)

Data has to be requested from the sensor with a request frame. The sensor then replies with a response frame containing the solar information. Request and response block have the same structure, differ however in terms of address and frame length. Data length is coded implicitly in
the address byte and each frame is terminated by two bytes of checksum. The principle is shown in Figure 3-24.

![Figure 3-24: Solar sensor data frame (bytes)](image)

Solar intensity, azimuth- and elevation angles are coded with two bytes each. The possible maximum resolution of the solar angles is $\Delta \varphi, \Psi = 0.015625$ degrees. However, such a high resolution is only of theoretical benefit. The solar intensity has to be calibrated. This was done with a calibrated pyranometer as reference and a solar tracker. The pyranometer was therefore mounted on the solar tracker and was permanently adjusted to the sun. The solar sensor was placed on the ground. This is shown in Figure 3-25.

![Figure 3-25: Solar tracker at NMMU](image)

Figure 3-26 shows the pyranometer output and ISOS output.

![Figure 3-26: Solar sensor calibration](image)
The sun intensity was therefore correlated to the solar sensor output through approximation with a straight line:

\[ E \cong 0.1415 \frac{W}{m^2} \cdot S_0, \]  

(24)

with:

\[ S_0: \quad \text{Solar sensor output [digits].} \]

### 3.4.5 Manual HVAC ECU and heaterbox

Chapter 2.1.3 pointed out, that there are three types of HVAC units available today. However, for this research a manual HVAC control unit and a corresponding manual heater box is required. Semi-automatic or automatic control units cannot be used due to two reasons:

- Internal control strategy,
- Low frequency of human intervention.

Both, semi-automatic and automatic control systems, aim to autonomously control parameters of the interior cabin environment. This would intervene with the user’s individual setup and would therefore affect data acquisition. Secondly it is assumed that human’s number of interactions with the control unit decreases with increasing level of control algorithms. With the use of (semi-)automatic HVAC units, one might not being able to collect a comprehensive data set. This means that user votes might be just considered as indicative, but not detailed enough for system learning.

The research vehicle’s factory-fitted configuration is either an automatic or a semi-automatic unit. Manual HVAC systems are not available for this type of vehicle. It was therefore decided, to adapt and to integrate a manual HVAC unit from another type of vehicle. The manual control unit, as well as the appropriate heaterbox, were kindly provided by Volkswagen South Africa Ltd. The installation procedure of the heater-box was already shown in Figure 3-16. Figure 3-27 show the prototype version of the manual HVAC control unit.

![Figure 3-27: Manual climate ECU; (a) Front side; (b) Back side](image)
The following ECU parameters have been identified to be relevant for this research:

- Blower level \( b \),
- Temperature knob value \( T_k \),
- Flap position \( f \).

The blower level can be directly derived from the vehicle’s Comfort CAN bus. However, the temperature knob’s value and the flap positions are not needed by any other ECU in the vehicle and are therefore not available on any internal bus. Therefore a potentiometer was mechanically integrated into the manual HVAC control unit, in order to determine the flap position. This extension is shown in Figure 3-27(b). The temperature knob value is directly read from the internal potentiometer of the HVAC ECU.

Although manual HVAC units are not able to autonomously control the interior cabin climate, they still influence it indirectly due to control of the cooling circuit. Because of permanent changes in environmental conditions and driving situations, the required cooling load is adjusted continuously. This mainly affects the set-up value of the evaporator temperature. However, this research requires a constant evaporator temperature, irrespective of the mode of operation and irrespective of changing environmental conditions. The HVAC control unit must therefore be limited in its functionality and scope of operation. This is achieved by accessing its firmware and forcing it into a special engineering operating mode during testing, which allows for individual set-up of various control parameters\(^7\).

A constant evaporator temperature of \( \vartheta_{ev} = +5^\circ \text{C} \) has been set up for this research.

### 3.4.6 CAN Link

The CAN protocol was developed by Robert Bosch GmbH in the 1980s in order to provide a common platform for inter-ECU communication. In regular operating mode, it uses two wires for communication. These wires are called CAN_High and CAN_Low and allow for differential data transmission. CAN is a multi-master topology and is categorized as a message based protocol. High-speed CAN systems are normally terminated with two 120Ω resistors. A CAN data frame can consist of up to eight data bytes. There are standard and extended identifiers to address messages. These predominately distinguish in their possible address range. The CAN protocol has a large overhead ratio of control information to actual data. This makes CAN extremely fault tolerant. Figure 3-28(a) shows the bus connection principle. The format of a CAN frame is shown in Figure 3-28(b).

---

\(^7\) The HVAC unit’s control algorithms are considered to be confidential property of Volkswagen AG. It is trusted that the reader is aware that neither control algorithms nor methods to override the ECUs firmware can be presented in detail in this thesis.
Further information about the CAN protocol can be found in literature, like [104]. For this research, two high-speed and one low-speed CAN connections were integrated in the comfort acquisition interface. The connections to the vehicle are shown in Figure 3-29.

In this context it must be mentioned that the terms ‘high-speed’ and ‘low-speed’ do not necessarily refer to the transmission speed, but rather on the properties of the physical signal layer. Differences in voltage levels of CAN_High and CAN_Low are shown in Figure 3-30.
Therefore different transceivers have been integrated into the comfort acquisition unit. Low speed CAN additionally requires termination of each node. This is in contrast to high-speed CAN, where the bus is globally terminated at its ends.

The following information is being obtained from the vehicle’s powertrain bus:

- Blower load \( b \),
- Coolant temperature \( \vartheta_{ec} \),
- Vehicle speed \( v \),
- Compressor status \( AC \),
- Refrigerant pressure \( p_{ref} \),
- Brake and gas pedal information \( TR \),
- Ambient temperature \( \vartheta_{Am} \),
- Filtered ambient temperature \( \vartheta_{FAm} \).

### 3.4.7 Display

A 240x128 dot matrix LCD has been integrated in the experimental setup to monitor all measurement variables as well as the system status. This is shown in Figure 3-31.

![Figure 3-31: Measurement screen](image)

The following sub-sections will describe the inscriptions in detail.
3.4.7.1 Labels 1 and 6

The comfort interface allows for overall comfort and draught assessment for driver and front passenger. This is indicated with ‘COM’ and ‘DRA’. Comfort evaluation is done with a five-step preference scale:

- Warmer,
- Slightly warmer,
- No change,
- Slightly cooler,
- Cooler.

A similar concept was chosen for draft evaluation:

- More air,
- Slightly more air,
- No change,
- Slightly less air,
- Less air.

Evaluation is done with using the joysticks on the HMI. This is shown in Figure 3-32.

![Figure 3-32: HMI](image)

The number in the upper middle of field ‘1’ in Figure 3-31 displays the mode of operation. The coding is:

- ‘1’ Transient and stationary mode,
- ‘2’ Stationary mode,
- ‘3’ Transient mode.

The digit in the middle top of field ‘6’ displays the mode of operation:

- ‘S’ Stationary data acquisition,
- ‘T’ Transient data acquisition.
This information is especially useful in operating mode ‘1’, when the user is required to switch from transient to stationary mode. This is done with the driver joystick, pushing and holding it for at least three seconds in any direction.

3.4.7.2 Label 2

This field displays the solar properties.

1. Row: Sun Intensity I, mean sun intensity $\bar{I}$, standard deviation $\sigma_I$.
2. Row: Azimuth angle $\varphi$, resultant azimuth angle $\bar{\varphi}$, standard deviation $\sigma_{az}$.
3. Row: Elevation angle $\Psi$, resultant elevation angle $\bar{\Psi}$, standard deviation $\sigma_{elev}$.

3.4.7.3 Label 3

This field shows the in-cabin temperatures as well as the ambient temperature taken from the vehicle bus.

A: Filtered ambient temperature $\theta_{Am}$,
2: Cabin air temperature $\theta_2$,
3: Driver feet temperature $\theta_3$,
4: Driver head temperature $\theta_4$,
5: Cabin roof temperature $\theta_5$,
6: Passenger feet temperature $\theta_6$,
7: Dashboard temperature $\theta_7$,
8: Passenger head temperature $\theta_8$.

Filtered ambient temperature is a parameter which is calculated internally in the instrument cluster, from the actual ambient temperature sensor reading. The algorithm adjusts the ambient temperature sensor’s raw values according to the vehicle’s operating condition. In the research vehicle, the filtered temperature shows a PT1 characteristic. Details about the filtering algorithms cannot be presented in this context, due to confidentiality reasons.

3.4.7.4 Label 4

This field displays various vehicle parameters.

1. Row: Mixing chamber air temperature (left sensor), mixing chamber air temperature (right sensor), mean mixing chamber air temperature $\bar{\theta}_1$,
2. Row: Vehicle speed $v$, mean vehicle speed $\bar{v}$, standard deviation $\nu_v$,
3. Row: Temperature knob setup, mean temperature knob setup $T_k$, difference to previous interval $\Delta T_k$,
4. Row: Number of alternating brake/gas cycles, total number of the previous 15 intervals $TR$. 
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5. Row: AC status (on/off), refrigerant pressure $p_{\text{ref}}$.
6. Row: Coolant temperature $\vartheta_{\text{ec}}$.
7. Row: Relative humidity $h$.

3.4.7.5 Label 5
This field displays the flap position $f$ as well as the blower level $b$.

3.4.8 Data logging
The comfort acquisition box has been programmed to transfers all synchronized and filtered data via 125kbps high-speed CAN link. A Vector CANCardXL® and an Opto251® cab for physical bus connection were used as interface to a laptop computer. The CAN hardware is shown in Figure 3-33.

![Figure 3-33: CAN card and CAN cab](image)

Vector CANoe® software was used for data logging. To decode and display the physical information, a CAN definition ‘dbc’ file has been additionally developed. Figure 3-34 shows a CANoe logging file in raw format.

```
<table>
<thead>
<tr>
<th>date</th>
<th>Sat May 1 07:51:06 am 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>base hex</td>
<td>timestamps absolute</td>
</tr>
<tr>
<td>no internal events logged</td>
<td></td>
</tr>
</tbody>
</table>
\// version 7.0.1

18.642352 1  200
18.643030 1  201
18.644254 1  202
18.644917 1  203
18.645724 1  204
18.646267 1  207
18.646810 1  206
18.939880 1  200
18.940831 1  201
18.942762 1  202
18.942444 1  203
18.943252 1  204
18.943795 1  207
18.944338 1  206
19.243528 1  200
19.244479 1  201
19.245430 1  202
19.246093 1  203
19.246960 1  204
19.247443 1  207
19.247986 1  206
```

**Figure 3-34: CANoe logging text file**

Figure 3-35 shows a screenshot of the measurement variables during data acquisition.
The first column in Figure 3-34 contains an absolute time stamp. The second column shows that Channel 1 of the CAN card is connected. The third column shows the CAN identifiers. The mnemonic ‘Rx’ in the fourth column indicates that data is being read from the bus. This is followed by the data length code and the data itself. With the CAN definition .dbc file, these values can be decoded to their physical meanings. Appendix A.1 shows all defined CAN messages.

### 3.5 Software design

The following sub-sections will shortly describe the software structure of the Comfort interface. For illustration purposes, the operational sequences will be presented strongly simplified. However, the complete source code will be available from the author, in order to allow the interested reader a deep analysis of the functionality.

#### 3.5.1 Initialization

Before start of measurement, the comfort acquisition unit needs to be set up and forced into a well-defined state. This sequence and the involved processes are shown in Figure 3-36.
The connected periphery is automatically detected, set-up and diagnosed. Self-diagnosis include functional as well as plausibility verification. The diagnosis screen is shown in Figure 3-37.

The diagnostic screen makes it possible to check required hardware prior to the start of measurement. Not connected periphery does not influence program flow. However, later failure
of any previously detected device causes an exception and immediate stop of program execution. Mode selection makes it possible to select between three operating modes:

- Transient and stationary testing,
- Transient testing,
- Stationary testing.

The mode selection screen is shown in Figure 3-38.

![Select operation mode](image)

**Figure 3-38: Mode selection screen**

Selection is done via HMI. Combined transient and stationary testing requires a change in operating mode, as soon as stationary conditions have been achieved in the vehicle cabin. This is also done via HMI. Additionally, a status message is cyclically displayed in the LCD.

### 3.5.2 Main loop

After successful initialization procedure, the main program is entered, consisting of five parallel concurrent tasks. This is indicated in Figure 3-39.

![Cyclic main processes](image)

**Figure 3-39: Cyclic main processes**

The priority of the processes increases from the right to the left side.

#### 3.5.2.1 Climate ECU Override

In order to ensure a constant evaporator temperature, the firmware of the HVAC controller must be forced into a special mode, which allows to setup up the desired system behavior. This is
done periodically with a frequency of 12.5Hz. Since this process is essential in terms of providing consistent measurement conditions, it was assigned to the highest priority. It can therefore not be interrupted by any process, but can interrupt all other processes.

3.5.2.2 System Self Diagnosis

In order to prevent corrupt data acquisition due to failure of previously recognized periphery during data acquisition, hardware must be monitored periodically. This is done with a frequency of 10Hz. Any detected failure will result in an immediate stop of data acquisition and will produce an error message on the LCD, in combination with an acoustic alarm signal. Additionally all peripheral interfaces and ports are deactivated, to protect the system hardware. Presently, the system is capable of detecting 32 system faults. An example of system failure is shown in Figure 3-40.

![Figure 3-40: Comfort CAN failure ($1A)](image)

This error message indicates that connection to the vehicle’s Comfort CAN bus was lost and the CAN receiver reported a timeout. In this example, the error was intentionally provoked by switching of ignition during data acquisition. This results in deactivation of the vehicle’s internal bus systems and therefore in an absence of required CAN messages.

Identifying and displaying information about the source of failure is valuable especially during road testing, when laboratory equipment is not readily available. Having detailed information about the problem may reduce system downtimes, as well as losses in data acquisition. The error codes and their corresponding meanings are summarized in Table 8.

**Table 8: System fault listings**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$01</td>
<td>Data logger link failure</td>
<td>$11</td>
<td>I°C multiplexer failure</td>
</tr>
<tr>
<td>$02</td>
<td>Powertrain CAN receiver failure</td>
<td>$12</td>
<td>Humidity sensor failure</td>
</tr>
<tr>
<td>$03</td>
<td>Powertrain CAN filter failure</td>
<td>$13</td>
<td>CAN0 module intilization failure</td>
</tr>
<tr>
<td>$04</td>
<td>Solar sensor hardware failure</td>
<td>$14</td>
<td>CAN1 module intilazation failure</td>
</tr>
<tr>
<td>Code</td>
<td>Description</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$05</td>
<td>Solar Sensor checksum incorrect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$06</td>
<td>Temperature sensor 1 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$07</td>
<td>Temperature sensor 2 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$08</td>
<td>Temperature sensor 3 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$09</td>
<td>Temperature sensor 4 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0A</td>
<td>Temperature sensor 5 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0B</td>
<td>Temperature sensor 6 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0C</td>
<td>Temperature sensor 7 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0D</td>
<td>Temperature sensor 8 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0E</td>
<td>Heater box flap detection error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0F</td>
<td>Joystick 1 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10</td>
<td>Joystick 2 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$15</td>
<td>CAN4 module initialization failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$16</td>
<td>CAN3 module initialization failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$17</td>
<td>Climate ECU emulation failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$18</td>
<td>Refrigerant pressure too low</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$19</td>
<td>Comfort CAN filter failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1A</td>
<td>Comfort CAN receiver failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1B</td>
<td>Temperature sensor 9 failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1C</td>
<td>Reference temperature failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1D</td>
<td>Undefined solar value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1E</td>
<td>Fan current below limit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1F</td>
<td>Fan current over limit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$20</td>
<td>Unknown event handler</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3.5.2.3 HMI

The HMI is sampled with a frequency of 10Hz in order to ensure immediate response to any user input. Comfort and draught sensations cannot be evaluated simultaneously and must therefore be done sequentially. If software detects a change in any direction of driver and passenger joysticks, the appropriate CAN message is temporarily deactivated from the CAN map. This prevents sampling of comfort and draught values in between or during user inputs. The corresponding CAN message is activated again shortly after user interaction. This is done when no joystick change is detected for at least two seconds. This time span is optically displayed with two blue LEDs on the LCD, for driver and passenger respectively. This methodology additionally allows for easy correction of accidentally wrong entered data.

### 3.5.2.4 Sensor readings

All sensor peripheries are periodically read and stored at intervals of $t=300ms$. Figure 3-41 shows the procedure.
Internal Random Access Memory (RAM) memory is allocated to store all measured information for $t_c=10s$. The updated sensor information is sent to the LCD afterwards. For optional review this information is also transmitted to the Laptop via CAN link. These CAN messages have been defined with identifiers $2xx$.

3.5.2.5 Data processing

According to the system’s thermal comfort sampling rate $t_c$, internal data has to be filtered and processed every 10s. This sequence is shown in Figure 3-42.

Human interaction with the HMI or the HVAC control unit must be treated separately, compared to other sensory information. This shall be explained with the following hypothetical example for the flap position, assuming an observation interval from 0.0s to 10.0s.
Table 9: Example for average flap position determination

<table>
<thead>
<tr>
<th>Time [s]</th>
<th>Flap position f</th>
<th>$\Delta t$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>Head</td>
<td>1.5</td>
</tr>
<tr>
<td>1.5</td>
<td>Breast-head</td>
<td>7.8</td>
</tr>
<tr>
<td>9.3</td>
<td>Feet</td>
<td>0.7</td>
</tr>
</tbody>
</table>

The discrete domain $F$ for ‘flap position’ $f$ can be represented as:

$$ f \in F \text{ and } F = \{x | x \in \mathbb{N}\}.$$  \hspace{1cm} (25)

In this example, Table 9 shows that within the observation interval three different air distributions have been selected by the subject. Hereby, the setting ‘head’ has been selected for 1.5s, ‘breast-head’ for 7.8s and ‘feet’ for 0.7s.

It would be straightforward to consider the setting ‘breast-head’ as a representative for the chosen interval. Sampling the value flap position once per interval at any arbitrary position, would probably not result in representative results. Calculation of the arithmetic mean of ‘f’ does not guarantee agreement with equation (25).

It was therefore decided to calculate the cumulative sums of flap position per observation interval. A similar approach was chosen for:

- Driver/passenger comfort/draught levels,
- Blower level.

For all other sensor data $x$, the arithmetic mean is calculated according to:

$$\bar{x} = \frac{1}{n} \sum_{i=0}^{n} x_i,$$  \hspace{1cm} (26)

with $n$ being the number of samples per observation interval ($n=33$). For variables with high dynamic behavior, the standard deviation $\sigma_x$ was additionally calculated:

$$\sigma_x = \sqrt{\frac{1}{n} \sum_{i=0}^{n} (x_i - \bar{x})^2}.$$  \hspace{1cm} (27)

This was done for:

- Vehicle speed,
- Solar parameters.

However, equation (26) cannot be used for calculating the arithmetic mean of the solar angles. This is justified due to their periodic properties. It was decided to calculate the resultant angles for each interval. The solar sensor’s output must therefore be transformed to spherical
coordinates. This coordinate system, including the corresponding angle definitions, is shown in Figure 3-43.

\[ \mathbf{r} = \left[ \begin{array}{c} x \\ y \\ z \end{array} \right] \]

Figure 3-43: Spherical coordinate system [14]

The solar sensor output is therefore considered as vector \( \mathbf{r} \) in a three-dimensional space. The sun intensity \( I \) is considered as the magnitude of that vector. The vector is transformed to its unity components. For \( n \) vectors in one measurement interval, the resultant elevation angle \( \bar{\Psi} \) can be calculated using vector addition:

\[ \bar{\Psi} = \tan^{-1} \left( \frac{\sum_{i=0}^{n} I_i^2 \sin^2 \Psi_i \cos^2 \varphi_i + \sum_{i=0}^{n} I_i^2 \sin^2 \Psi_i \sin^2 \varphi_i}{\sum_{i=0}^{n} I_i \cos \Psi_i} \right) \]

(28)

with:

\[ \bar{\Psi} = \begin{cases} \frac{\pi}{2} & \text{for } \sum_{i=0}^{n} I_i \cos \Psi_i = 0 \\
 & \sum_{i=0}^{n} I_i^2 \sin^2 \Psi_i \cos^2 \varphi_i = 0 \text{ and } \\
 & \sum_{i=0}^{n} I_i \cos \Psi_i = 0 \text{ and } \\
& \sum_{i=0}^{n} I_i \cos \Psi_i = 0 \\
\end{cases} \]

(29)

Similarly, the resultant azimuth angle \( \bar{\varphi} \) is:

\[ \bar{\varphi} = \tan^{-1} \left( \frac{\sum_{i=0}^{n} I_i \sin \Psi_i \sin \varphi_i}{\sum_{i=0}^{n} I_i \sin \Psi_i \cos \varphi_i} \right) \]

(30)
Due to the definition of the azimuth angle, equation (30) is only valid for the frontal half-plane of Figure 3-43, which is in case for $\sum_{i=0}^{n} I_i \sin \Psi_i \sin \varphi_i \geq 0$. The rear half-plane, as well as special cases must be considered separately. This has been summarized in equation (31).

\[
\bar{\varphi} = \begin{cases} \\
\tan^{-1} \frac{\sum_{i=0}^{n} I_i \sin \Psi_i \sin \varphi_i}{\sum_{i=0}^{n} I_i \sin \Psi_i \cos \varphi_i} + \pi & \text{for } \sum_{i=0}^{n} I_i \sin \Psi_i \cos \varphi_i < 0 \\
\frac{\pi}{2} & \text{for } \sum_{i=0}^{n} I_i \sin \Psi_i \cos \varphi_i = 0 \text{ and } \sum_{i=0}^{n} I_i \sin \Psi_i \sin \varphi_i > 0 \\
-\frac{\pi}{2} & \text{for } \sum_{i=0}^{n} I_i \sin \Psi_i \cos \varphi_i = 0 \text{ and } \sum_{i=0}^{n} I_i \sin \Psi_i \sin \varphi_i < 0 \\
\text{not defined} & \text{for } \sum_{i=0}^{n} I_i \sin \Psi_i \cos \varphi_i = 0 \text{ and } \sum_{i=0}^{n} I_i \sin \Psi_i \sin \varphi_i = 0
\end{cases}
\]

An undefined azimuth angle may occur in practice, when the sun is in exact zenith relative to the vehicle. In this case, the comfort acquisition tool outputs the hexadecimal error code $\text{FFFF}$ for elevation angle $\bar{\Psi}$ and $\text{7FFF}$ for azimuth angle $\bar{\varphi}$.

### 3.6 Data acquisition procedure

Data acquisition has been conducted in Southern Africa during spring, summer and autumn on a total distance of 20.000km. In advance, test subjects have been trained in using the HVAC unit’s controls. This was to ensure that subjects are familiar with the system and their environment, in order to provide knowledge, which specific setting of the HVAC unit will fit best to a given source of thermal discomfort. To ensure repeatability and consistency for each measurement session, all equipment remained in the car and the position of the sensors was kept constant. The air outlets have been permanently fixed with respect to both axes.

During all tests, subjects were asked to wear clothing with similar clothing insulation. Clothing color was kept constant, in order to produce similar radiation effects. Clothing was therefore dictated for blue jeans in combination with a black shirt. All subjects were in a general good
state of health during the tests. When entering the car, it was taken care that subjects were relaxed and were not influenced from previous activities. Chapter 2.2.7 emphasized the importance of human occupation in vehicle cabins. Tests were therefore only conducted with a constant occupation rate of two people.

3.7 Summary

It is concluded that available measurement equipment can only be partly used for this type of research. This was shown to be due to functional, as well as economic aspects. A thermal comfort acquisition system was developed, taking into account various environmental parameters, vehicle information, as well as data from a three-dimensional solar sensor. Thermal comfort evaluation for driver and front passenger, as well as draught level evaluation, can be done via two separate four-way joysticks. Alternatively, thermal comfort has been estimated with knowledge of the user’s interaction with the HVAC ECU. It has been recognized that in most cases driver and front passenger simultaneously reported different levels of thermal comfort. This might be due to variations in individual comfort perception as well as due to the inhomogeneity of vehicle cabin. Since a single zone HVAC unit was used for this research, the problem could not be accounted for. To ensure data consistency, only the driver was therefore allowed to change the HVAC settings. To increase the efficiency and to double the amount of data, it is therefore suggested to use a dual zone manual HVAC unit for future testing. Road testing and data collection has been conducted during spring, autumn and summer conditions in Southern Africa at moderate to hot environmental conditions.
Chapter 4

Data Mining

Data mining has emerged during the 1980s and is considered as an ensemble of tools and methods for knowledge extraction from large amounts of data. In business, it has gained considerable importance with respect to data warehouses, which are repositories of heterogeneous data sources, organized under a uniform scheme, aiming to help business executives to make strategic decisions. Data mining is a multidisciplinary field including database technology, artificial intelligence, machine learning, statistics, pattern recognition, knowledge-based systems, knowledge acquisition, information retrieval, high-performance computing and data visualization [43].

Data mining has also great importance with respect to engineering sciences. Continuous advances in computer and sensor technology allow the collection of massive data sets. In practice, it is common to connect measurement equipment to an unknown process, in order to draw conclusions about its underlying functionality. Often, due to a lack of knowledge about the process itself, much more sensor devices and higher sampling rates are applied, than might actually be needed. Especially if field testing is expensive in terms of labor and operational costs, engineers tend to connect vast amounts of measurement equipment, in order to gather as most as prospective valuable information as possible and to reduce the risk of repeated measurements. This often results in an enormous amount of data, which makes it difficult to search for relevant information and functional relationships.

In literature, this dilemma is sometimes called ‘data rich but information poor situation’.

4.1 Strategy

For this research project, the previously given definition of data mining won’t be completely adapted. In this context, data mining will be restricted to methods of data preprocessing, feature selection and data transformation. The terms ‘artificial intelligence’ and ‘machine learning’ will be detached from the original definition and will be rather associated with modelling, which will be dealt with in Chapter 5. This classification is shown in Figure 4-1.
In terms of this research, data mining can be seen as a preliminary stage for the modelling process.

4.2 Data preprocessing

Real world data tend to be incomplete, noisy and inconsistent. Additionally, data are often stored in multiple locations and must be combined for further processing. Data preprocessing therefore mainly refers to:

- Data integration,
- Data cleaning.

In the following sub-sections, these methods will be applied to automotive thermal comfort research.

4.2.1 Data integration

Data has been intermittently collected in field testing on several days during spring, autumn and summer conditions. The software tool Vector CANoe® has been connected to the comfort acquisition interface and has been used for data acquisition. For each measurement session $M_i$, a separate CANoe .blf file has been created automatically. For the subsequent modelling phase, these data files have to be converted and combined to Matlab format. The raw data files contain data with a sample frequency of 0.33Hz as well as 3Hz. First ones will be used for the modelling process while latter ones have been additionally recorded for the case, that some more detailed information might be needed in a later design stage. Table 10 shows those two groups of CAN messages. For the exact CAN definitions, the reader is referred to Appendix A.1.
Table 10: CAN identifiers

<table>
<thead>
<tr>
<th>CAN Identifier (hex)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$200 - $206</td>
<td>Data sampled with a frequency of 3Hz.</td>
</tr>
<tr>
<td>$100 - $106</td>
<td>Data sampled with a frequency of 0.1Hz.</td>
</tr>
</tbody>
</table>

The CAN identifiers $200 - $206 have been therefore removed from the data set and the contents of messages $100 - $106 have been converted to Matlab .mat format. Matlab is also used to merge the data to an $\mathbb{R}^{m \times n}$ measurement matrix M. The row space of M thereby defines the number of sample vectors and the column space represents the dependent and independent variables. This process is shown in Figure 4-2.

![Figure 4-2: Data integration](image)

The function ‘CreateMatrix.m’ is used to remove any timestamps in the $i^{th}$ session’s n column vectors (variables) and re-synchronizes them to a session matrix $M_i \in \mathbb{R}^{l_i \times n}$. The function ‘AddMatrix.m’ combines all k data set matrices $M_i$ to one global measurement matrix M, with $\sum_{i=1}^{k} l_i = m$.

4.2.2 Data cleaning

According to [43], data cleaning incorporates processes for:

- Smoothing out of noise,
- Removal of disturbances,
- Removal of inconsistencies.

To some extent, data cleaning has been already implemented within the experimental setup. For example, averaging of samples predominantly attenuates high frequencies in measurements and can be considered as primitive low-pass filter. Additionally, external hardware low-pass filters
have been connected to each analog input and algorithms have been implemented to reduce the risk of corrupt input-output mappings. Continuously monitoring the hardware and immediately stopping data acquisition at failure, prevents corrupt sensor recordings. Errors in data transmission can be neglected, since the CAN protocol offers a wide variety of error recognition mechanisms. The statistical probability of an undetected error can be calculated as $p = 10^{-11}$ [104].

In terms of this research, data cleaning primarily refers to the separation of useful information from status parameters. Status parameters are required to allow conclusions about the operating mode in order to ensure valid testing conditions, but do not directly carry any thermal comfort relevant information.

4.2.2.1 Samples from transient conditions

This research focuses on thermal comfort prediction in short-transient and stationary environments. Non-stationary measurement vectors have therefore to be removed from the data set. Transient conditions include:

- Low engine coolant temperature $\theta_{ec}$,
- Transient interior climate evaluation by the test engineer,
- Samples with deactivated air-conditioning unit.

Figure 4-3 shows the curve of the vehicle’s coolant temperature $\theta_{ec}$ for the whole data set. It is apparent that in the vast majority of samples, fairly stationary conditions are present. However, in some cases the operator has obviously started/re-started data acquisition shortly after a cold or a warm start of the vehicle, before steady-state coolant temperature has been achieved.

Figure 4-3: Coolant temperature

Coolant temperature directly affects the inflation temperature and has therefore considerable impact on the vehicle interior. The red dashed line in Figure 4-3 was therefore identified as the
lower steady-state boundary for coolant temperature. Samples with $\theta_{ec} < +86^\circ C$ have to be removed from the data set. An upper limit is abdicated, because coolant temperature is a function of engine load as well as ambient temperature and is always subject to some variation. Limiting the range towards higher ordinates, might result in loss of valuable environmental information.

Transient conditions in the vehicle interior may also occur when the vehicle is parked and the air conditioner is switched off. The vehicle cabin interior might therefore be in a thermal state far away from thermal comfort levels. When starting or restarting data acquisition, the test engineer has therefore the opportunity of distinguishing between operating modes and is capable of marking the data as transient or non-transient. In case of non-stationary initial conditions, the operator has to remove the marker, as soon as stationary comfortable conditions have been re-established. A case of typical application is the cooling down procedure of the interior, when the car has been unattended soaking in the sun for some time. In Figure 4-4, this separation of operating modes is shown for the whole data set. Operating mode ‘0’ refers to non-stationary and operating mode ‘1’ refers to stationary in-cabin conditions. Data vectors with operating mode ‘0’ have to be removed from the data set. It is apparent that there are a considerable high number of transient measurement vectors.

![Figure 4-4: Operating mode distribution](image)

4.2.2.2 Solar data

Measurement of sun properties ideally implies sensor exposure to direct sun light. In terms of measurement of solar angles, diffuse radiation cannot be handled by the solar sensor, used in this research. Sources of diffuse radiation are manifold and may include clouds, shadings, etc. Additionally, evaluating sun angles after sunset or at night drives is without meaning. Critical situations may also occur at the presence of large lighting gradients. Such situations may occur when the sun is covered by a barrier, e.g. a building, and the vehicle is located within its sphere
of influence. The solar sensor therefore evaluates the brightest contrast in the sky and may therefore output solar angles, which are far from reality.

It was recognized that in case of diffuse radiation, the solar angles were not stable and were subject to sudden changes, which seemed not to be predictable at all. After sunset, this problem can be easily dealt with by the exclusion of samples with low radiation levels for the calculation of the solar resultant angles. According to the author’s investigations, sun radiation level $I < 300 \text{ W/m}^2$ seemed to be appropriate as lower boundary and have only little influence on human’s thermal comfort sensation. In these cases, knowledge of the exact sun position is not necessary. However, this results in missing values for the solar angles. According to [43], there are different methodologies to handle missing data:

- Ignoring the sample vector,
- Filling manually in the missing value,
- Using a global constant to fill the missing value,
- Using the attribute mean,
- Using the most probable value.

Ignoring samples with low radiation levels would result in the loss of valuable environmental information. Filling in values manually is not possible due to data post-processing and due to violation of physical fundamental principles, like system causality. Substitution with attribute mean is also not possible, because of the unpredictability of the angle behavior. Prediction of a most probable value is not wise, because of the angle’s dependency with respect to the vehicle’s position.

Instead of the actual solar angles, the measurement equipment was therefore programmed to output error constants, if:

- $I < 300 \text{ W/m}^2$ for all samples within the observation interval,
- Equations (28) and (29) in Chapter 3 are undefined.

These error codes are $FFFF$ in case of the sun elevation angle and $7FFF$ for the azimuth angle. However, one must be aware that through this modification the data set is biased. Solely evaluation of the sun intensity might be not a sufficient condition, because radiation levels might also be high at diffuse radiation. The author suspects that diffuse radiation can be detected by an unknown function, taking only into account the variation of solar intensity, azimuth angle and elevation angle. This requires further research and is beyond the scope of this thesis. However, in Chapters 4.5 and 4.6 it will be shown that the sun intensity can be used as a first approximation to separate classes of diffuse and direct sun radiation.

Figure 4-5 shows the course of the sun elevation angle.
The ordinate axis has been logarithmized, in order to account for visualization of the large arithmetic distance of measurement vectors and error codes.

The yellow-shaded ellipse shows the samples with error codes. The red-shaded ellipses show samples with a high gradient of change in elevation angle within short periods of time. Physically this appears to be unrealistic. This means, the red shaded samples show examples where solely evaluation of sun intensity fails to detect corrupt solar angles. In these cases, the diffuse radiation level was about $I = 700\text{W/m}^2$. The orange shaded sample shows an example for a start and re-start of measurement at different times of the day. Despite the step within the course of the angle, it can be considered as a valid sample.

However, choosing an error constant of $FFFF$ and $7FFF$ turned out to be inappropriate for the modelling phase, because mathematical measures of distance may pretend a high variance in the data structure and may therefore confuse the training algorithms. It was therefore decided to substitute the error constants with values of ‘0’. In terms of the elevation angle, this can be physically interpreted as the sun, being in zenith relative to the vehicle.

4.2.2.3 Rounding

A high resolution of most sensory information is not needed for this kind of research. The variable’s accuracy was therefore reduced to:

- Temperatures: $\Delta \theta = \pm 0.5^\circ\text{C}$,
- Vehicle speed: $\Delta v = \pm 10\text{km/h}$,
- Sun Intensity: $\Delta I = \pm 100\text{W/m}^2$,
- Solar Angles: $\Delta \Psi, \Delta \varphi = \pm 10^\circ$,
- Humidity: $\Delta h = \pm 5\%\text{ RH}$,
- Variances: $\Delta \sigma_i = \pm 10\%$. 
Rounding can be also considered as a technique for data reduction. Lowering the resolution and summarizing samples, will result in dimensionality reduction of the sample space.

4.2.2.4 Consistency

Human beings are fuzzy in their decision space. Therefore when measuring human response for a given thermal environment, inconsistencies may occur. However, from a technical point of view, a unique mapping of input and output vector is essential for a successful learning strategy. Given a Cartesian product of two sets \( X \times Y \), this requirement can be written as

\[
\begin{aligned}
R \subseteq X \times Y, \quad \forall x \in X, \quad \forall y_1, y_2 \in Y, \\
(x, y_1) \in R \land (x, y_2) \in R \Rightarrow y_1 = y_2.
\end{aligned}
\]  

(32)

If statement (32) fails, meaning \( \forall (x, y_i) \in R \text{ with } (y_i \neq y_j) \text{ for } \forall (i \neq j) \), consistency is not present. In this case, the distributive frequency for all \( y_i, i = 1, 2, \ldots, k \) is computed and the domain is divided into \( k+1 \) intervals \( \xi \)

\[ [\xi_1, \xi_2], [\xi_3, \xi_3], \ldots, [\xi_k, \xi_{k+1}], \]

with

\[
A = \{y_1 \ldots y_k\} \text{ and}
\]

\[
\xi_1 \leq \min_{y \in A} y, \xi_{k+1} \geq \max_{y \in A} y.
\]

The cumulative sums \( h_c \) can be calculated as

\[
h_c(Y, k) = ||\{x \in X | \xi_c \leq x \leq \xi_{c+1}\}||, c = 1, \ldots, k.
\]

(34)

A discrete distribution implies

\[
\sum_{c=1}^{k} h_c(Y) = k.
\]

(35)

To enforce data consistency, the inconsistent sets will be substituted with

\[
y = \max_{c=1 \ldots k} h_c(Y, k) \text{ with } (x, y) \in R.
\]

(36)

Figure 4-6 shows the implementation of equations (32) to (36) in Matlab. The Matlab function ‘SortConsistency.mat’ searches for samples, where equation (32) is not fulfilled. The following three functions ‘EnsureBlowerConsistency.m’, ‘EnsureFlapConsistency.m’ and ‘EnsureTempConsistency.m’ implement statements (33) - (36) for blower level, flap position and temperature knob respectively.
4.3 Feature Selection

Pareto’s principle states that only 20% of the data accounts for 80% of the information [123]. In literature, there are various methods available to specify the similarity of a set of variables.

4.3.1 Variance- and correlation analysis

Given two vectors $\mathbf{a} \in \mathbb{R}^m$, $\mathbf{b} \in \mathbb{R}^m$, the co-variance $cov(\mathbf{a}, \mathbf{b})$ can be calculated as

$$cov(\mathbf{a}, \mathbf{b}) = \frac{\sum_{i=1}^{m}(a_i - \bar{a})(b_i - \bar{b})}{m}$$

(37)

The co-variance is a measure of how two variables (vectors) change together. If $\mathbf{a} \equiv \mathbf{b}$, equation (37) results in

$$cov(\mathbf{a}, \mathbf{a}) = var(\mathbf{a}) = \frac{\sum_{i=1}^{m}(a_i - \bar{a})^2}{m}$$

(38)

Equation (38) is called variance of vector $\mathbf{a}$. The standard deviation of vector $\mathbf{a}$ is defined$^9$ as

$$\sigma_a = \sqrt{var(\mathbf{a})} = \sqrt{\frac{\sum_{i=1}^{m}(a_i - \bar{a})^2}{m}}.$$ 

(39)

Variance and co-variance are linear measures of similarity. Large differences from the sample mean result in large values for variance/co-variance. In terms of covariance, the values are positive, if higher than average values of $\mathbf{b}$ correspond to higher than average values of $\mathbf{a}$. If lower than average values of $\mathbf{a}$ correspond to higher than average values of $\mathbf{b}$, the co-variance is

---

$^8$ Vectors and matrices are printed with bold letters.

$^9$ In literature often $m-1$ instead of $m$ is used. This is based on the assumption, that the available set is only a sub-sample out of the entire population. For these cases, it has been proven that $m-1$ is advantageous.
negative. Zero variance is achieved, if no central tendency can be determined, for example for a circular shaped data cloud.

However, due to its domain, the co-variance is not suitable to compare relationships [13]. The Bravais-Pearson coefficient \( r \) overcomes this difficulty and is defined as:

\[
r_{ab} = \frac{\text{cov}(a, b)}{\sigma_a \sigma_b} = \frac{m \sum_{i=1}^{m} a_i b_i - (\sum_{i=1}^{m} a_i)(\sum_{i=1}^{m} b_i)}{\sqrt{[m \sum_{i=1}^{m} a_i^2 - (\sum_{i=1}^{m} a_i)^2][m \sum_{i=1}^{m} b_i^2 - (\sum_{i=1}^{m} b_i)^2]}}
\] (40)

The definition range of \( r \) is limited to the interval [-1, +1]. With \( r = 0 \), there is no linear correlation between \( a \) and \( b \). A value \( r = +1 \) indicates a strong positive correlation whilst \( r = -1 \) indicates a strong negative correlation of vectors \( a \) and \( b \). Correlations solely specify similarity and do not specify causality. One can therefore not investigate, if a change in attribute is caused by change of another attribute.

The validity of equations (37) - (40) is not limited to vectors and can also be transferred to matrices. Given a matrix \( A \in \mathbb{R}^{m \times n} \), the co-variance matrix can be defined\(^{10}\) as

\[
\text{cov}(A) = \frac{1}{n} A^T A \quad \text{with} \quad \text{cov}(A) \in \mathbb{R}^{n \times n}.
\] (41)

Equation (41) is symmetric and contains \( \frac{n!}{(n-2)2} \) interrelationships along the off-diagonal elements. The diagonal elements contain the \( n \) measures of variance. The correlation matrix can be calculated as:

\[
\text{cor}(A) = S^{-1} \text{cov}(A) S^{-1},
\] (42)

with \( S \) being a diagonal matrix containing \( 1/\sigma_i \).

**4.3.2 Partial, semi-partial and multiple correlation analysis**

Co-variance and correlation methods specify the similarity between two attributes. This is a potential source for spurious correlations, whose interpretations may mislead the researcher. Spurious bivariate correlations may occur, when two attributes are correlated with a third attribute which is the actual reason for their change.

Partial and semi-partial correlation methods offer the opportunity to remove the influence of one or more variables on prospective predictor variables. Mathematically, this is achieved with methods of regression analysis. Partial correlation is considered as bivariate correlation between regression residuals. In case that a bivariate correlation \( r_{ab} \) of two variables \( a \) and \( b \), shall be relieved from the influence of variable \( c \), one can state

\[^{10}\text{Provided average-centered matrix elements.}\]
Multiple correlation determines the correlation between one criterion variable and more than one predictor variables. In case that 1, 2, \ldots, k predictor variables should be used for correlation analysis with one criterion variable c, one can write

\[ r_{c,12,k} = \sum_{i=1}^{k} b_i r_{ic}. \]  

Hereby the \( b_i \) coefficients are called ‘beta’ weights and can be calculated according to

\[ b = R_x^{-1}r_{xc}, \]  

where \( b \in \mathbb{R}^k \) is a column vector containing the unknown beta weights, \( R_x \in \mathbb{R}^{k \times k} \) the inter-correlation matrix of the predictor variables and \( r_{xc} \in \mathbb{R}^k \) the column vector containing the correlations between the predictor variables and the criterion variable.

With equations (44), (45) and B being a set of k variables, a partial correlation of order k can be written as:

\[ r_{y(B)}^2 = \frac{r_{y,(xB)}^2 - r_{y,B}^2}{1 - r_{y,B}^2}. \]  

To determine the correlation between the criterion variable y and a predictor variable x, whereas x has been removed by the influence of the k-ordered variable set B, one can write

\[ r_{y(x;B)}^2 = r_{y,(xB)}^2 - r_{y,B}^2. \]  

Equation (47) is called multiple semi-partial correlation between y and x, whereas x is removed by the influence of variable set B.

### 4.3.3 Principle component analysis

Methods described in the previous chapters allow investigation of similarity between two components. With large data sets, however, the number of data pairs increases dramatically. With 20 variables for example, one has already to deal with 190 inter-correlations. Partial- and semi-partial correlation may deliver deceptive results, if variables are highly correlated with each other. Especially for large data sets, it is therefore often desirable to have a method that transforms variables into a new feature space, in order to facilitate visualization of their properties. Such a methodology is principle component analysis (PCA).

PCA is a statistical technique of multivariate data analysis, which is often used for data visualization, dimensionality reduction and data compression. It is also known as Karhunen-Loève transform or Hotelling transform [13], [56]. PCA is based on the premise that salient
information in a given feature space lies in those features that have the largest variance. Rigor
mathematical disquisition of PCA and its properties can be found in literature, like [56] and [57].
The author rather chooses a descriptive way to show the principles of PCA, according to [116].
PCA aims to linearly\(^{11}\) transform the original data matrix \(X\) into a new data matrix \(Y\). Given a
matrix \(X\) with \(X \in \mathbb{R}^{m \times n}\), this rotational operation can be defined as
\[
Y = PX, \tag{48}
\]
where \(P\) is an orthonormal matrix, which maximizes the variance of \(Y\) and minimizes its co-
variance. Mathematically, this means that \(P\) diagonalizes \(\text{cov}(Y)\). The matrix \(P\) shall only rotate
but not stretch the elements of \(X\). This implies
\[
PP^T = 1 \text{ and } |P| = 1. \tag{49}
\]
The co-variance matrix of \(Y\) is can be written as\(^{12}\)
\[
\text{cov}(Y) = \frac{1}{n} Y^T Y = \frac{1}{n} (Y^T Y)^T = \frac{1}{n} (P X^T P X)^T = P \text{cov}(X) P^T. \tag{50}
\]
To diagonalize \(\text{cov}(Y)\) in equation (50) including conditions (49), the Lagrange function \(L\) can
be used [110]:
\[
L = P \text{cov}(X) P^T - \lambda(P P^T - 1). \tag{51}
\]
The problem therefore reduces to extreme value determination of \(L\), meaning finding the
solution of \(\frac{\partial L}{\partial P} = 0\). This results in
\[
\text{cov}(X) P = \lambda P \Rightarrow (\text{cov}(X) - \lambda) P = 0. \tag{52}
\]
Mathematically, equation (52) constitutes an eigenvalue problem. The eigenvectors of \(\text{cov}(X)\)
therefore represent the elements of the rotational matrix \(P\). Every eigenvector and its corresponding
eigenvalue constitute a principle component. There are various methodologies available to solve equation (52). Statistical software normally uses singular value decomposition (SVD) or sometimes iterative solutions, like the NIPALS algorithm. Details can be found in
literature like [57] and [64].
The result can be verified by using the theorem, that any symmetric matrix \(C\) can be represented
by \(C = EDE^T\), with \(D\) being a diagonalized matrix and \(E\) being the Eigenvector matrix of \(C\). With substitution into (50), one can verify that \(\text{cov}(Y)\) is being diagonalized.
The elements of each eigenvector are called ‘loadings’, which quantify the relation of the
variables with the factors. The eigenvalues indicate the variance of the corresponding factors

\(^{11}\) Nonlinear PCA is also possible and is known as Kernel PCA or Independent PCA.

\(^{12}\) Valid for symmetric matrices \(Y\)
with respect to the data set. The coordinates of the original vectors, with respect to the new factor coordinates, are called ‘scores’. For convenient interpretation of scores and loadings, it might be useful to calculate the correlation $r_{ka}$ between a variable vector $x_k$ and a principle component $t_a$. This is done with equation (53).

$$ r_{ka} = \frac{\sum_{i=1}^{N}(x_{ik} - \bar{x}_k)(t_{ia} - \bar{t}_a)}{\sqrt{\sum_{i=1}^{N}(x_{ik} - \bar{x}_k)^2 \sum_{i=1}^{N}(t_{ia} - \bar{t}_a)^2}} $$

(53)

### 4.3.4 Dimensionality reduction

The purpose of PCA is to reduce a number of $n$ variables to a smaller number $k < n$ principle components (PCs), whilst retaining as much as possible of variation in the original $n$ variables. These PCs are arranged in order of decreasing eigenvalues and explain successive variance. Dimensionality reduction can be therefore considered as selection of an adequate subset of PCs or variables. However, in literature there are only little objective formal criteria to choose the number of meaningful components. Those few criteria are generally based on formal test of a hypothesis and make distribution assumptions, which are often unrealistic in real world data [57]. Therefore the following subsections will be restricted to empirical methods, which are based on experience and have turned out to perform well in practice.

#### 4.3.4.1 Kaiser-Guttman criterion

This method assumes that PCA is predominantly used in terms of data reduction. It is therefore only meaningful to keep factors, which explain more variance than the original variables. This is the case for PCs with eigenvalues larger than one. This means, that for a set $P = \{p_1, ..., p_n\}$ with $p_i$ components, the subset $P_1$

$$ P_1 \subseteq P, \text{for } \forall \ p_i \in P_1 \text{ with } \lambda_i \geq 1, $$

(54)

will be chosen. However, the Kaiser-Guttman criterion is controversial in literature. Some researchers argue that with many factors, the number of relevant components will be often overestimated [13]. In contrary to that, it might be sometimes advisable to choose a lower cut-off eigenvalue than ‘1’ [57].

#### 4.3.4.2 Scree test

The scree test was developed by RB Cattell\(^{13}\) in 1966. It is a graphical representation of the eigenvalues in dependence of the PCs. It shows at which PC $k$, the slopes of the lines, joining

---

\(^{13}\) Raymond Bernard Cattel (†1998) was an American psychologist.
the plotted eigenvalues, are steep to the left of k and not steep to the right of k. This value k often appears as an ‘elbow’ in the scree plot. An exemplary scree plot is shown in Figure 4-7.

![Figure 4-7: Scree plot](image)

However, there are various interpretations of the scree plot available today. Common practice is to look for the sharp bend (‘elbow’). Then the components down to that one, immediately following the elbow, or the last components before the elbow, are taken into consideration [13], [57]. Cattell suggested searching for the point, beyond which the scree graph defines a more or less straight line. This line does not necessarily need to be horizontal. The first point on that straight line is then taken, to be the last factor to be retained [57]. The actual number of components to choose therefore depends on the observer’s interpretation of the scree plot. For the example in Figure 4-7, one could identify an elbow at PC3, indicating that three or four components should be retained. The approximation through a straight line is indicated by the green line and suggests retaining eight components. Dependent on the observer’s picture of a straight line, the line could also be approximated up to PC5, suggesting five components to retain.

4.3.4.3 Cumulative percentage of total variation

This method is based on the selection of a ‘sufficient’ large percentage k of total variation. However, there is no clear definition of the term ‘sufficient’, and the decision falls to the user. With the eigenvalues $\lambda_i$, this method can be expressed as

$$\frac{\sum_{i=1}^{p} \lambda_i}{\sum_{i=1}^{q} \lambda_i} > 100 > k,$$

with q being the total number of PCs and p being the number of ‘sufficient’ PCs. The choice of an appropriate value for k depends on the application. For example, when one or two PCs dominate the vast majority of variety, a high percentage might be desirably to account additional
information on less ordered components. However, if there are many factors, choosing a high percentage might cause an impractical high number of components for further analysis.

4.3.4.4 Variable selection
Finding the number p of PCs that account for most of the variation in the data set, can also be interpreted as finding the effective dimensionality p of the data set. This means that often p, or some few more variables, can then be chosen form the data set. Two approaches have proven to perform well in practice [57]:

1. One variable x is assigned to each of the first p relevant components. The remaining q-p variables are deleted from the data set.
2. One variable x is assigned to each of the q-p least relevant factors. These variables are then deleted from the data set.

These procedures can be applied iteratively.

4.4 Data Transformation
Many variables differ in scale and domain. Sometimes it is therefore desirable to ensure, that all variables have a similar domain. This is called data normalization which will be used interchangeably with the term ‘data transformation’ in this thesis. In PCA data normalization is generally an implicit step. Otherwise the components would be successively aligned according to the variables with the largest domain. In case of thermal comfort data, this would result in being PC1 to be aligned to sun intensity, followed by azimuth angle and vehicle speed. Variables with a small domain, like humidity, would be only considered on higher components. In most cases, this seems not to be acceptable. Also in machine learning theory, it is especially important to minimize the bias of one feature over another. Adequate normalization of the input data, can reduce the estimation errors in neural networks by a factor of five to ten and calculation times in the training process can be reduced in one order of magnitude [117].

There are many normalization techniques available. A well-established normalization method is the z-core normalization $x'_{z,i}$:

$$x'_{z,i} = \frac{x_i - \bar{x}}{\sigma_x},$$

with $\sum_{i=1}^{n} x'_{z,i} = 0$ and $\sigma_z = \frac{\Sigma_{i=1}^{n} (x'_{z,i} - x'_{z,i})}{n} = 1$.

The domain of z-core transformed values is normally between -3 and +3 [64]. Another linear transformation is called min-max normalization $x'_{m,i}$. Min-Max normalization rescales the range of each input variable to a new predefined range. As with the z-score normalization, the transformation is linear and does not change the distribution of the data. It can be written as:
\[ x'_{m,i} = (\text{max}_{\text{target}} - \text{min}_{\text{target}}) \frac{x_i - \text{min}_{\text{value}}}{\text{max}_{\text{value}} - \text{min}_{\text{value}}} + \text{min}_{\text{target}}, \] (57)

with

- \text{max}_{\text{target}}: new maximum value,
- \text{min}_{\text{target}}: new minimum value,
- \text{max}_{\text{value}}: maximum value in the data set,
- \text{min}_{\text{value}}: minimum value in the data set.

If outliers need to be reduced, data can be non-linearly transformed by using a sigmoid function. Equation (58) puts the normalized data into the range of 0 to +1, whilst equation (59) transforms the data to a range of -1 to +1.

\[ x'_{s,i} = \frac{1}{1 + e^{-\frac{x_i - \bar{x}}{\sigma}}} \] (58)

\[ x'_{s,i} = \frac{1 - e^{-\frac{x_i - \bar{x}}{\sigma}}}{1 + e^{-\frac{x_i - \bar{x}}{\sigma}}} \] (59)

In terms of this research, the author has decided to use z-core transformation for further processing, mainly due to its convenient statistical properties.

### 4.5 Application to Climatic Test Data

This subsection applies the methods of Chapter 4.3 to thermal comfort research. The author thereby follows an intuitive approach, which is described in [64]. This approach is sometimes called exploratory data analysis. PCA will be used, in combination with classical correlation analysis, to reduce the dimensionality of the feature space. To visualize the results, the software package TheUnscrambler® from Camo has been used. In order not to overload the plots with variable names, abbreviations given in Table 11 will be used for the rest of the text. Calculations obtained from equations (40), (53) and (55) are imprinted in tables in appendices A.2 - A.5. This information, like percentages of correlation, loadings and explained variances, will be used freely in the discussions without further reference. The domain of all the relevant input variables, which specifies the ranges of environmental conditions during data acquisition, can be found in Appendix A.7.
Table 11: Variable abbreviations

<table>
<thead>
<tr>
<th>Code</th>
<th>Meaning</th>
<th>Code</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Sun azimuth angle $\phi$</td>
<td>T2</td>
<td>Cabin Air temperature $\theta_2$</td>
</tr>
<tr>
<td>Am</td>
<td>Ambient temperature $\theta_{Am}$</td>
<td>T3</td>
<td>Driver feet temperature $\theta_3$</td>
</tr>
<tr>
<td>AV</td>
<td>Standard deviation azimuth angle $\sigma_{az}$</td>
<td>T4</td>
<td>Driver head temperature $\theta_4$</td>
</tr>
<tr>
<td>E</td>
<td>Sun elevation angle $\Psi$</td>
<td>T5</td>
<td>Cabin roof temperature $\theta_5$</td>
</tr>
<tr>
<td>EV</td>
<td>Standard deviation elevation angle $\sigma_{elev}$</td>
<td>T6</td>
<td>Passenger feet temperature $\theta_6$</td>
</tr>
<tr>
<td>FAm</td>
<td>Filtered ambient temperature $\theta_{FAm}$</td>
<td>T7</td>
<td>Dashboard temperature $\theta_7$</td>
</tr>
<tr>
<td>H</td>
<td>Humidity $h$</td>
<td>T8</td>
<td>Passenger head temperature $\theta_8$</td>
</tr>
<tr>
<td>I</td>
<td>Sun intensity $I$</td>
<td>TR</td>
<td>Traffic information TR</td>
</tr>
<tr>
<td>IV</td>
<td>Standard deviation sun intensity $\sigma_i$</td>
<td>V</td>
<td>Vehicle speed $v$</td>
</tr>
<tr>
<td>T1</td>
<td>Air outlet temperature $\theta_1$</td>
<td>VV</td>
<td>Standard deviation vehicle speed $\sigma_v$</td>
</tr>
</tbody>
</table>

Furthermore, the whole dataset does not contain flap position feet. An explanation might be that testing has only been conducted in moderate to hot environments and situations of perceived cold feet did not occur at any time. T3 has therefore been removed upfront from the dataset. The variables T6 and T8 have been also removed, because thermal comfort has only been set up by the driver, due to a manual single zone HVAC ECU.

4.5.1 Dataset containing all variables

Figure 4-8 shows the Scree and Pareto plot for the original data set.

![Scree and Pareto plot](image)

Figure 4-8: Scree and Pareto plot for all variables; (a) Scree plot, (b) Pareto plot

The Pareto plot in Figure 4-8(b) indicates the explained percentage of variation for each PC. It is apparent, that the data set contains high redundancy. Ten PCs account for 94% of the total
variance. Chapter 4.3.4.4 suggests that therefore about 10 variables should be sufficient to account for the data set's variation. This means, PCs 11-17 can be considered as noise. The Scree plot in Figure 4-8(a) shows one distinctive ‘elbow’ between PC3 and PC4. A second ‘elbow’, with a less gradient occurs between PC6 and PC7. The scree criterion would therefore suggest keeping three or four factors. The eigenvalues for PC4 and PC5 are 1.063 and 0.988 respectively. According to the Kaiser-Guttman criterion, only PC1 to PC4 would be relevant. The blue line in Figure 4-8(b) shows the cumulative sums of the explained variances. It is apparent, that the first three components already account for about 59.5% of the dataset’s variance. If PC4 is added, about 65% of variance can be explained. The second elbow in Figure 4-8(a) occurs at PC6 which explains 77.2% of total variance. The Kaiser-Guttman criterion suggests retaining four factors, explaining 65% of total variance. Considering the second ‘elbow’ in Figure 4-8(a), six components should be retained, accounting for a total explained variance of 77.2%. This interpretation is fairly confirmed by Cattell’s straight line approximation. The researcher therefore recommends considering six PCs for further processing.

Figure 4-9 shows the PCA results for PC1 and PC2. The inner circle in Figure 4-9(b) indicates 50% correlation and the outer circle indicates 100% correlation of factors and variables. The circles can be mathematically expressed as

$$r^2 = r_a^2 + r_{a+1}^2,$$

with a being the factor of interest. The variables in the inner circle of Figure 4-9(b) are badly accounted for by PC1 and PC2. Interpretations are therefore statistically not expressive. Variables within the inner and outer circle have a fairly high correlation with PC1 and PC2 and can be used for interpretation. PC1 and PC2 explain 87.7% of T5, 74.8% of T4, 79.28% of Am, 78.1% of FAm, 73.4% of I, 73.45% of E, 75.19% of T1, 71.76% of AV and 88.51% of EV. It is therefore not meaningful to consider further factors for the description of these variables. The red shaded circle in Figure 4-9(a) shows scores, which have higher than average values for the variables Am, FAm, T4 and T5. The opposite is true for those scores, which appear reflected at the origin. The yellow shaded circle in Figure 4-9(a) shows an interesting grouping of scores, which have lower than average values on I, E and higher than average values on AV, EV and T1. It is apparent, that this group is linearly separable from the rest of the data cloud. Figure 4-9(b) suggests, that the variables FAm and Am are very similar.
This is confirmed by Figure 4-10(a), which shows the loadings of FAm and Am for the first six PCs. High redundancy is also confirmed by a bivariate correlation coefficient of $r=0.98$.

The correlation-loading plot additionally suggests that variables EV, AV are highly negatively correlated to I and E. Figure 4-10(b) shows the loadings for I, EV and AV. It is apparent that, with exception of PC4, I is in opposite direction to EV and AV. However, the influence of PC4 is not significant, since it only contributes 0.3% towards I, 0.01% towards EV and 0.77% towards AV. The researcher furthermore suspects, that the yellow shaded circle in Figure 4-9(a) mainly contains samples with diffuse solar radiation. This is because of their higher than average values for AV and EV.
The assumptions from Chapter 4.2.2.2 have therefore been confirmed. As a first approximation, the variables AV and EV can therefore be deleted from the data set, without significant loss of information.

At first glance, one could also assume that I and E share the same information and are therefore also redundant. However, this is not the case since they significantly distinguish on PC1 and PC2.

4.5.2 Dataset removed from the influence of FAm, EV and AV

The variables FAm, EV and AV have been removed from the dataset and a PCA has been recalculated. The corresponding scree and Pareto plots are shown in Figure 4-11. In comparison to Figure 4-8, one can see that the first PCs explain less variance. This is not amazing, since some highly correlated variables and common variance have been removed from the data set. However, the findings from the previous section are still valid and the interpretation of Figure 4-11 leads to the same interpretations.
Therefore, the number of necessary PCs is still identified as six, because only little information has been lost through the deletion of those highly correlated variables. Figure 4-12 shows the recalculated PCA results. It confirms that the information content did not change significantly. The yellow-shaded samples in Figure 4-12(a) are still grouped together and have lower than average values of E, I and higher than average values for T1. Similarly the red-shaded samples still have higher than average scores in Am, T4 and T5. Due to the removal of FAm, EV and AV, the variables T2 and T7 have received more influence on PC1 and PC2. This appears in the Score plot in Figure 4-12(b), where the grey shaded area indicates higher than average scores in T2 and T7. A clear visual separation between red and grey shaded samples is however not possible.

**Figure 4-12:** PCA results without FAm, EV, AV (PC1, PC2); (a) Score plot, (b) Correlation-loading plot
Figure 4-12(a) indicates that Am, T4 and T5 share similar variance with PC1 (72.2%, 62.1%, 86.7%) but only moderately differ on PC2 (0.0%, 14%, 2.6%). Figure 4-13 shows the loadings of Am, T4 and T5. The researcher assumes that they are similar in effect.

![Figure 4-13: Loadings Am, T4, T5](image1)

Figure 4-13 suggests that these temperatures share most of their common variance on PC1. However, this only indicates some rough similarity but no clear redundancy. In Figure 4-14, the variables Am, T4, T5 are plotted in dependence of all samples. It is obvious, that T4 and T5 fairly share the same tendency. It can also be seen, that T4 and T5 approximately follow the course of Am. T4 and T5 measure temperatures at the roof interior and at head position. According to Chapter 2.4, the head area is especially sensitive to climatic extremities. The clear influence of Am to T4 and T5 is an amazing insight, which suggests that thermal comfort perception inside the vehicle cabin is considerably influenced by the ambient temperature, even if the cabin interior is air-conditioned and decoupled from the exterior environment. In this context, it shall be mentioned again, that temperature sensors T4 and T5 have not been shielded against radiation. That means that they are not only sensitive to air temperature, but also to radiation. The research vehicle’s black color might have intensified this effect.

![Figure 4-14: Distribution of Am, T4, T5](image2)
However, it is apparent, that this dependency is not linear. The grey circled areas in Figure 4-14 suggest that there seems to be a saturation effect in T4 and T5 towards lower ambient temperatures. This lower saturation level has been marked by the grey line. The same applies to higher ambient temperatures, which are represented by the yellow shaded areas. The yellow line marks the upper saturation limit towards high ambient temperatures. These non-linear saturation effects may limit the expressiveness of the bivariate correlation coefficient and the PCA results and might also be the reason that Am, T4 and T5 share most of their common variance on PC1, but distinguish moderately on PC2. For this research, linear correlation is not a necessary requirement for modelling. Methods presented in Chapter 5 are capable of theoretically realizing any non-linear mapping. Therefore, T4 and T5 can be considered to be redundant to Am and can be removed from the dataset.

Figure 4-12(b) indicates, that 76.7% of T1’s variance is explained by PC1 and PC2. PC1 thereby explains 60.7%. This suggests that T1 might be highly negatively correlated to Am. However, Am is not correlated to PC2, while PC2 adds additional 16% variance towards T1. Figure 4-15 shows a scatter plot of Am and T1. For $\theta_{Am} \leq +36^\circ$C, Am and T1 are fairly negatively linearly correlated. This is indicated by the red line on the left-hand side of the plot. For $\theta_{Am} > +36^\circ$C, T1 seems to be fairly positively linearly correlated to ambient temperature.

![Figure 4-15: Scatter Plot Am, T1](image)

An explanation of this effect might be that for increasing ambient temperatures the required cooling load must increase, in order to maintain in-cabin comfort levels. This means, that the air outlet temperature must decrease. At a certain point, when the available cooling power is exhausted, or the maximum setup point of the HVAC unit has been reached, a further increase in ambient temperature forces the outlet temperature to rise as well. With a reasonable degree of accuracy, T1 can therefore be removed from the dataset, because its information can be described with variable Am.
4.5.3 Dataset without T1, T4 and T5

IV is highly correlated to PC4 (72.8%) and moderately to PC5 (9.3%). This means, its variation can be explained by 82.1% with PC4 and PC5. Figure 4-16(b) shows that IV dominates the correlation-loading plot of PC4 and PC5 in the fourth quadrant. All other variables are far within the inner 50% circle and have therefore only little influence. Figure 4-16(a) shows the corresponding score plot. The grey shaded ellipse shows samples with higher than average values for IV. No distinctive interpretation can be given for samples with lower than average scores for IV.

![Figure 4-16: PCA results without T1, T4, T5 (PC4, PC5); (a) Score plot, (b) Correlation-loading plot](image)

Most of the data acquisition has been conducted on sunny and cloudy days, including night drives. The number of scores in Figure 4-16(a) proposes little statistical expressiveness. Additionally, the scattered scores cannot be assigned to a specific flap or blower value. It is therefore suggested omitting the variable IV from the data set, due to a lack of statistical confidence. Testing procedures with alternating cycles of sun and cloudiness have not been conducted. This may imply further testing.
4.5.4 Dataset without IV

Figure 4-17 shows the Scree and the Pareto plot. The Scree plot shows one elbow at the third, as well as at the fifth PC. The first elbow is more distinctive than the second one. However, a straight line approximation appears more appropriate for PC5 to PC10. PC1 to PC4 explain 65.5% of the total variance and PC5 adds another 9.4%. This is shown in Figure 4-17(b). It is therefore suggested to retain PC1 to PC5 for further investigations.

![Figure 4-17: Scree and Pareto plot without IV; (a) Scree plot, (b) Pareto plot](image)

V is largely explained by PC1 (39.1%) and PC3 (24.4%). The remaining loadings are insignificant. The first three components explain 41.59% of VV’s and 51.9% of TR’s total variance. Figure 4-18 shows a loading plot for V, TR, and VV. It is apparent, that on the first three factors, V is in opposite direction of VV and TR. For a first approximation, the author therefore suggests omitting the variables TR and VV from the dataset, since a large proportion of their common variance is negatively correlated.

![Figure 4-18: Loadings V, TR, VV](image)
There is a logical explanation for these findings. When the vehicle speed is high, the vehicle is most probably driving on a highway. Changes in vehicle speed and variations in frequency of gas and brake pedal activity probably occur less frequent. At low vehicle speed, the vehicle is most likely driving under urban traffic conditions. Therefore chances in speed, due to acceleration and deceleration, may occur more frequently. Differences on higher factors can be explained with the memory effect of TR.

4.6 Interpretation

The dimensionality of the input space data set has been reduced from $\mathbb{R}^{20} \rightarrow \mathbb{R}^8$, only containing the variables A, Am, E, H, I, T2, T7 and V. The following subsection will try to reveal the variable’s influence on blower level and flap position. Therefore, the following color codes will be used:

I. Blower score plot:
   - ‘blue’ Blower level ‘1’,
   - ‘red’ Blower level ‘2’,
   - ‘green’ Blower level ‘3’,
   - ‘light blue’ Blower level ‘4’.

II. Flap score plot:
   - ‘blue’ ‘Breast’ position,
   - ‘red’ ‘Breast-head’ position,
   - ‘green’ ‘Head’ position.

4.6.1 Ambient temperature, dashboard temperature and sun intensity

Figure 4-19 shows the correlation-loading plot for PC1 and PC2.

![Figure 4-19: Correlation-loading plot PC1-PC2](image-url)
It is apparent that the first and the second factor explain 47% of the dataset’s total variance and explain 80% of E’s, 63.7% of I’s, 67.8% of T7’s and 62.7% of Am’s variance.

Figure 4-20(a) shows the corresponding blower score plot. In combination with Figure 4-19, it is apparent that samples in the yellow shaded ellipse have lower than average values for E and I. This data cloud contains the samples with diffuse radiation and high values in AV and EV. This tendency is enforced for lower than average values of E. It is apparent, that in the vast majority of cases, blower level ‘2’ has been chosen. The red shaded ellipse indicates that higher than average values for the ambient temperature predominantly correspond to blower level ‘4’. It is evident that for lower than average values of Am, predominantly blower level ‘2’ has been chosen. However, there also seems to be sporadic appearance of blower level ‘1’. Blower level ‘3’ seems to be predominantly positively correlated to higher than average values of Am, T2 and T7, although a clear separation cannot be given. Lower than average values for T2 and T7 frequently correspond to blower levels ‘2’ and ‘1’. Higher than average values on these variables correspond to blower levels ‘1’, ‘3’ and ‘4’, whereas there is no clear distinction between blower levels ‘3’ and ‘4’.

Figure 4-20: Score plots PC1-PC2; (a) Blower, (b) Flaps
At first glance blower level ‘1’ appears to be misaligned in this group. However, it shows out that blower levels ‘1’ and ‘4’ in this group clearly separate on PC5. A more detailed interpretation seems to be difficult, since all variables only load moderately on this factor. Figure 4-20(b) shows the score plot for the flap positions. It is apparent that lower than average values of I and E predominantly correspond with flap position ‘head’. In contrary to the previous score plot, one can hardly recognize any further structure in the data cloud. All flap positions seem to be distributed over the whole range.

4.6.2 Humidity

Humidity moderately correlates with PC1, PC3, PC4 and PC6. However, with PC3 and PC4 60% of its variance can be explained. This is shown in Figure 4-21.

The corresponding score plots for blower level and flap position are shown in Figure 4-22. Figure 4-22(a) suggests that higher than average values of H predominantly correspond to blower level ‘4’. There is also some indication that lower than average values of H may correspond to blower level ‘1’. In Figure 4-22(b), no distinctive preferences for flap position can be given for higher than average values of H. For lower than average values, one can recognize an increased occurrence of flap position ‘breast’. The score plot reveals that there seems to be a concentration of flap position ‘head’ towards positive scores of PC3 and PC4. This might be caused by higher than average values for A. However, interpretation is chancy, because A loads less than 50% on PC3 and PC4.
4.6.3 Sun elevation angle

PC2 and PC5 explain 89.4% of E’s variance. This is shown in in the correlation-loading plot in Figure 4-23.

Figure 4-22: Score plots PC3-PC4; (a) Blower, (b) Flaps

Figure 4-23: Correlation-Loading plot PC2-PC5
Figure 4-24(a) suggests, that higher than average values of E correspond to blower level ‘2’ and blower level ‘1’. However, a distinct separation seems not to be possible. Lower than average values for E predominantly correspond to blower level ‘2’. The superposition of blower levels ‘3’ and ‘4’ at negative scores of PC5 may be caused by higher than average values for T7, which correlates with 35.2% towards PC2.

Figure 4-24: Score plots PC2-PC5; (a) Blower, (b) Flap

Figure 4-24(b) suggests that lower than average values for E correspond to flap position ‘head level’. Interpretation of the remaining scores is extremely vague. One could interpret higher than average values for E with an above-average occurrence of flap positions ‘breast’ and ‘head’. However, this seems to be contradictorily.

4.6.4 Sun azimuth angle

PC4 and PC5 contribute with 62.3% towards A’s variance. Figure 4-25 shows the correlation-loading plot.
Figure 4-25: Correlation-Loading plot PC4-PC5

Figure 4-26(a) indicates, that higher than average values for A predominantly correspond to blower level ‘1’ and blower level ‘2’. For lower than average values for A no clear interpretation can be given with exception, that blower level ‘1’ seems to occur less frequent. The accumulation of blower level ‘4’ on the negative PC4 axis is probably being induced by higher than average values of H and T2.

Figure 4-26: Score plots PC4-PC5; (a) Blower, (b) Flaps
Figure 4-26(b) shows that higher than average values of A correspond to flap positions ‘breast’ and ‘head’. For lower than average values of A, it appears that flap position ‘breast’ occurs less frequent.

4.6.5 Vehicle speed

V correlates moderately on PC1, PC3 and PC5. Most of V’s variance is described by PC3 and PC5, which explain 50.1% of its variance. This is shown in Figure 4-27. However, it is difficult to interpret the exact influence of V, because variables A and H are explained with similar loadings. 

![Correlation-Loading plot PC3-PC5](image)

**Figure 4-27: Correlation-Loading plot PC3-PC5**

In Figure 4-28(a), it is apparent that higher than average values for V predominantly correspond to blower level ‘1’, whereas lower than average values for V seem to be dominated by blower level ‘2’. The overlap of blower level ‘2’ and blower level ‘4’ is being caused by H, which correlates with 35.5% towards PC3. Figure 4-28(b) suggests that for higher than average values of V, flap position ‘breast’ dominates. More detailed interpretations of the flap score plot will be abdicated, because of the moderate loading of the remaining variables. 

![Flap Score Plot](image)

(a)
4.6.6 Temperature knob

Blower level and flap position prediction are classification problems due to their discrete domain. In contrary to that, prediction of temperature knob is a regression problem. Figure 4-29 shows the temperature knob in dependence of $A_m$. The ordinate represents the potentiometer setting and is plotted as digits. One digit is thereby equivalent to $V = 19\,\text{mV}$ potentiometer voltage.

It is apparent, that up to ambient temperatures of $\theta_{Am} < +43^\circ\text{C}$, a nearly linear relationship exists. This is confirmed by a negative correlation coefficient of $r = -0.853$. This means that the higher the ambient temperature, the lower the temperature knob value. For $\theta_{Am} \geq +43^\circ\text{C}$, the temperature knob value is approximately constant at its lower boundary. This can be considered as a non-linear saturation effect. However, the linear dependency is superimposed by noise with
ΔV = ±0.2V. The author suspects that this is caused due to the relative imprecise mechanical transmission ratio from temperature knob to the HVAC ECU’s internal potentiometer. For future research, this mechanical transmission should be improved.

It is interesting to note that there seems to be only little functional relationship between the temperature knob and the in-cabin air temperature θ₂. This is shown in Figure 4-30.

Figure 4-30: Scatter plot temperature knob – In-cabin air temperature

However, it is apparent that a saturation effect occurs for θ₂ ≥ +30°C. An explanation for the little influence of in-cabin temperature towards temperature knob setting might be justified in the direct influence of ambient temperature to air outlet temperature. Additionally, it might also confirm the ambient temperature’s direct influence on head level temperatures, as concluded in Chapter 4.5.2. It is therefore suggested to predict temperature knob setting solely with ambient air temperature.

Methods of artificial intelligence can also be used for regression. However, in this one-dimensional context approximation through a straight line approximation is considered to be sufficient, since no higher level modelling technology will be able to remove the noise indicated in Figure 4-29. It is therefore suggested to model the temperature knob as approximation of two straight lines as indicated by the dashed red lines in Figure 4-29.

4.7 Summary

Methods of data mining have been used for data integration, data cleaning, dimensionality reduction, data transformation and have been implemented in Matlab. Principles of multivariate statistics have been applied to discover variable interrelationships and correlations, in order to reduce the dimensionality of the feature space. Special importance has been attached to PCA, a dimensionality reduction and visualization technique, which successively explains maximal
variance. With the application of these methods, the dimension of the input space was reduced from $\mathbb{R}^{20} \rightarrow \mathbb{R}^8$. The necessary variables have been identified as:

- Vehicle speed $v$,
- Relative humidity $h$,
- Ambient temperature $\vartheta_{Am}$,
- In-cabin temperature $\vartheta_{2}$,
- Dashboard temperature $\vartheta_{7}$,
- Sun intensity $I$,
- Sun elevation angle $\Psi$,
- Sun azimuth angle $\phi$.

The influence of these variables on blower level and flap position has been interpreted with methods of exploratory data analysis. It has been shown, that due to the multidimensional nature of the problem, only little information can be extracted by hand, because the separation of multidimensional hyper-planes probably overstrains human’s imagination. In the next chapter, it will be shown that methods of artificial intelligence are capable of coping with this kind of difficulties and perform far superior.

It is been shown that temperature knob setting is predominantly linearly dependent of ambient temperature. However, it has been observed that measurement of temperature set-up values are superimposed by about 0.1V noise. It is assumed that this has been mainly caused by imprecise gear translation but might have been also caused by human fuzziness.
Chapter 5

Modelling and Verification

Modelling aims to represent physical phenomena and processes in a logical and objective way. Scientific models are therefore often based on implementation of mathematical and physical fundamental laws and therefore require certainty, precision and rigor. This classical approach towards modelling is often called hard computing.

Methods discussed in this chapter are often summarized as methods of artificial intelligence and soft-computing. These approaches aim to imitate the intelligence found in nature and are capable of learning from past experience, including pattern recognition and decision making. According to [63], the basic premises for soft computing are:

- The real world is pervasively imprecise and uncertain,
- Precision and certainty carry a cost.

Given an input space $X \subseteq \mathbb{R}^m$ and an output space $Y \subseteq \mathbb{R}^n$, learning can be defined as finding a function $g$, which fulfills

$$ y = g(x), \quad (61) $$

with $x \in X$ and $y \in Y$. In practice there is general neither information about the exact functionality, nor about any underlying distribution available. The only available information might be a training data set $T$, which contains samples of $x_i$ and $y_i$, which have been drawn from the input and output space. The training data set can be mathematically described as

$$ T = \{(x_i, y_i) \in X \times Y \} \text{ for } i = 1 \ldots P, \quad (62) $$

with $P$ being the total number of available training pairs. With these definitions, machine learning aims to find the function $g$ that fulfills equation (61), with use of equation (62). There are various learning methods available today. Some of them have their origins in classical statistical inference. However, classical statistical methods may not always perform well in real world applications, because of their idealized theoretical assumptions [63].

In terms of this research, data has been collected from experimental field research. Assumptions of linear parametric dependency and any predefined underlying probability distribution, can therefore not be guaranteed. Due to a lack of knowledge about the process itself, the author has identified blackbox approaches, like artificial neural networks (ANN) or support vector
machines (SVM), as suitable tools for modelling. Both techniques are non-linear and non-parametric models. ANNs are established methods in AI and many powerful software tools do exist for system development. The author has therefore chosen ANNs for thermal comfort modelling.

5.1 Basics of neural networks

Artificial neural networks are universal function approximates, which are inspired by biological neural networks (NN). They have found wide application in pattern recognition as well as system identification. Human’s brain consists of billions of single processing units, so called neurons, which are interconnected to each other and compose a complex and powerful structure. A technical implementation of a single neuron is illustrated in Figure 5-1.

![Figure 5-1: Single artificial neural processing unit](image)

Each neuron is capable of processing an input vector \( \mathbf{x} \in \mathbb{R}^N \) and outputs a scalar \( y \). The weight vector \( \mathbf{w} \in \mathbb{R}^N \) shall thereby imitate biological synapses in NNs, which determine the influence of each \( x_i \) on neuron’s output \( y \). The weighted summation of the input vector \( \mathbf{x} \) is called ‘net’ and can be mathematically expressed as

\[
net = \mathbf{w}^T \mathbf{x} + \Theta = \sum_{i=1}^{N} w_i x_i + \Theta. \tag{63}
\]

The input signal \( \Theta \) is a constant, which is often referred to as bias term. Sometimes it is not mentioned explicitly and is incorporated into the input vector \( \mathbf{x} \). The scalar output signal \( y \) can then be expressed as

\[
y = f(net) = f \left( \sum_{i=1}^{N} w_i x_i + \Theta \right). \tag{64}
\]

The function \( f() \) is called activation or transfer function. Both nomenclatures will be used interchangeably in this thesis. The activation function can be theoretically any linear or non-linear function. If \( f() \) is a step function, a neuron as illustrated in Figure 5-1, is called ‘perceptron’. A perceptron can be considered as a classificator with linear decision boundary,
making it possible to separate lines and hyper-planes. However, in practice most often non-linear sigmoid or logistic functions are used due to their mathematical properties like monotonicity, continuity and differentiability [102]. Latter property is required for effective learning algorithms. A sigmoid transfer function, which is also used in this research, is given in equation (65).

\[ f(x) = \frac{1}{1 + e^{-x}} \]  

(65)

In practice, neurons are often combined to a network and are arranged in layers as illustrated in Figure 5-2. This allows for solving highly complex classification problems [63].

![Figure 5-2: Multilayer neural network](image)

The example shows a 3-4-1 ANN with three input neurons, four hidden layer neurons and one output layer neuron. This structure is often called feed-forward neural network (FNN). Sometimes input layers neurons are called nodes, because they just serve as signal distribution units and do not incorporate any signal processing. Similarly to equation (64), the output \( y_j^n \) of the \( j^{th} \) neuron in the \( n^{th} \) layer can be calculated as:

\[ y_j^n = f_j^n(\text{net}_j^n) = f_j^n \left( \sum_{i=1}^{N_{n-1}} w_{ji}^n y_i^{n-1} + \Theta_j^n \right) \]  

(66)

with

- \( f_j^n () \): Activation function of the \( j^{th} \) neuron in layer \( n \),
- \( w_{ji}^n \): Weight linking the \( i^{th} \) neuron in the \((n-1)^{th}\) layer with the \( j^{th} \) neuron in the \( n^{th} \) layer,
- \( y_i^{n-1} \): Output of the \( i^{th} \) neuron in \((n-1)^{th}\) layer,
- \( \Theta_j^n \): Bias term of the \( j^{th} \) neuron in the \( n^{th} \) layer,
- \( N_{n-1} \): Number of neurons in layer \( n-1 \).
Training of an ANN is considered as finding the optimal values for $w$ and $\theta$ in equation (66). A suitable measure of performance for the output $y_{pk}$ is the mean square error (MSE).

$$MSE = \frac{1}{2} \sum_{p=1}^{P} \sum_{k=1}^{N} (t_{pk} - y_{pk})^2$$

with

- $N$: Number of output layer neurons,
- $P$: Number of patterns,
- $t_{pk}$: Target value of the $k^{th}$ neuron for the $p^{th}$ pattern.

To reduce the error in the network, equation (67) has to be minimized with respect to the weights and the bias terms in the network. The learning delta for each $w$ can then be calculated as partial derivative of the MSE with respect to the weights $w_{ji}^l$ in the network. This is indicated by equation (68).

$$\Delta w_{ji}^l = \eta \frac{\partial MSE}{\partial \Delta w_{ji}^l}$$

with $\eta$ being called learning rate. The solution of equation (68) is mathematically voluminous and will not be presented in this thesis. For details, the reader is referred to literature, e.g. [50], [63]. Additionally, equation (67) shows that equation (68) must be solved sequentially, beginning at the output layer and back-propagating the error to the input of the network.

### 5.2 Design criteria

When designing a neural network, the engineer has to identify a suitable network structure. Today the amount of possible ANNs is enormous, including highly specific network structures. Today, there are about 50 types of networks available [63]. However, this research will be limited to FNNs, since they are common for pattern analysis problems. The three most important design parameters are sample size, number of hidden layers and number of hidden layer neurons. This will be discussed in the following subsections.

#### 5.2.1 Sample size

The first questions in ANN network design are:

- ‘How many test samples are required to reliably approximate the problem at hand?’
- ‘How many test samples are required to reliably train the ANN at hand?’

A formal answer to these questions cannot be given, since the generalization ability of a neural network predominantly depends on three properties [50]:
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- Size of the training set and its quality (expressiveness),
- The architecture of the neural network,
- The complexity of the approximation problem at hand.

Clearly the last factor is not controllable, since when considering an implementation using ANN, the researcher has generally only little knowledge about the process’ underlying complexity. The first and the second factor are dependent of each other. However, assuming that the researcher has chosen a suitable neural network structure and an expressive training data set for the problem at hand, [50] suggests equation (69) for determination of the required number of training samples \( N_s \).

\[
N_s = O \left( \frac{N_v}{\varepsilon} \right)
\]

(69)

with:
- \( N_v \): Total number of free parameters within the network,
- \( \varepsilon \): Fraction of classification errors permitted on test data,
- \( O \): Order of quantity enclosed in.

For example, with \( \varepsilon = 0.1 \) (10% error), the number of expressive training samples should be approximately ten times the number of free parameters in the network. The free parameters in a FNN are the number of weights and bias terms. For a \( k \) hidden layer FNN, \( N_v \) can be calculated according to

\[
N_v = N_x (N_{l1} + 1) + \sum_{i=1}^{k} N_{li} (N_{li+1} + 1) + N_{lk} (N_o + 1),
\]

(70)

with
- \( N_x \): Number of input nodes,
- \( N_{l1} \): Number of first hidden layer neurons,
- \( N_{lk} \): Number of \( k \)th hidden layer neurons,
- \( N_o \): Number of output layer neurons.

It is important to note that equation (71) is an empirical rule, which has proven to perform well in practice. However, its validity can be explained with the theory of bounds on approximation errors. For details, the reader is referred to [50]. No formal exact method is available in literature so far.

### 5.2.2 Number of hidden layers

An ANN with an arbitrary large number of non-linear hidden layer neurons can approximate any continuous function [63]. This can be shown with the universal approximation theorem for an arbitrary continuous function \( f(x) \) [50]:
\[ F(x) = \sum_{i=1}^{m_1} \alpha_i \gamma \left( \sum_{j=1}^{m_0} w_{ij} x_i + b_i \right) \quad \text{and} \]

\[ |F(x) - f(x)| < \epsilon, \]

\( F(x) \) is therefore an approximation for the continuous function \( f(x) \).

With:

\[ \alpha_i, w_{ij}, b_i : \quad \text{Constants,} \]

\[ \gamma : \quad \text{A monotone increasing continuous function,} \]

\[ m_0, m_1 : \quad \text{Arbitrary parameters.} \]

Comparison of equation (71) and (64) reveals that equation (71) can be interpreted as an ANN with \( m_0 \) input nodes and a single hidden layer with \( m_1 \) hidden layer neurons. The output is a scalar and a linear combination of the hidden layer neuron outputs. This theorem shows that a single hidden layer is theoretically sufficient to approximate an arbitrary continuous function \( f(x) \). In literature, there is however disagreement if one or two hidden layers should be used in terms of optimal generalization performance. Generalization therefore refers to the network’s performance with respect to previously unseen data. There seems to be however consensus that more than two hidden layers are not required [50], [63]. There is currently no sound theory which approach performs better. In terms of this research the author follows the concept of [63], who first recommends trying a network with one hidden layer, before implementing an ANN with two hidden layers.

### 5.2.3 Number of hidden layer neurons

The number of input and output neurons is generally defined by the dimensionality of the application’s input and output space. The number of hidden layer neurons is the most important design parameter, which determines the representational power of the network and its generalization capability [63]. The focus lies thereby on modelling the underlying function of a given input output mapping, whilst filtering out noise and disturbances. Two extreme situations may occur:

- The number of neurons is chosen too small in order to approximate the underlying function (under-fitting),
- The number of neurons is chosen too high what may result in adaption to the data set’s noise and disturbances (over-fitting).

This is also known as the variance–bias problem. According to [63], the bias-variance decomposition of MSE can be mathematically expressed as:
\[ MSE = \mathbb{E}_T[(y(x; T) - \mathbb{E}(t|x))^2] + \mathbb{E}_T[(y(x; T) - \mathbb{E}_T[y(x; T)])^2], \quad (72) \]

with
\[ \mathbb{E}[y|x]: \quad \text{Expectation operator of } x \text{ and } y, \]
\[ \mathbb{E}_T[y|x]: \quad \text{Expectation operator of } x \text{ and } y, \text{ with respect to the training data set } T. \]

The first term on the right side of equation (72) represents the squared bias, as difference between the expectation of the neural network output and the regression function. The second term quantifies the variance, as the difference between the a specific neural network output and the expected neural network’s output with respect to all training patterns. Figure 5-3 shows a graphical interpretation of equation (72).

![Graphical Interpretation of MSE](image)

**Figure 5-3: Bias Variance**

Bias typically decreases with increasing training epochs or with increasing capacity of the learning machine. Variance increases with increasing number of training epochs or machine capacity. The machine’s capacity thereby increases with increasing number of hidden layer neurons. According to equation (72), the total error is the sum of bias and variance. In Figure 5-3, the global minimum will be achieved, when both curves meet. This is indicated by the red arrow.

In practice, often an independent validation data set is used in order to monitor the variance. If training error decreases and validation error increases, the network tends to over-fit and adapts to noise and disturbances. This means the network’s generalization capability is likely to decrease. At this point, training should be stopped. This is often called cross-validation which is founded on the fact that good performance in training algorithms does not automatically ensure good generalization results. This methodology can also be used to determine the optimal number of hidden layer neurons.
5.3 Application to climate data

In terms of this research, blower level prediction can be described as $\mathbb{R}^8 \rightarrow \mathbb{R}^4$ mapping. The number of input nodes is therefore determined to be eight and the number of output neurons is defined as four. Flap position prediction can be described as $\mathbb{R}^8 \rightarrow \mathbb{R}^3$ mapping, meaning eight input layer nodes but only three output layer neurons.

Since only little a-priori knowledge about blower level and flap position prediction is available, the number of hidden layer neurons must be chosen according to the complexity of the underlying functionality. For training the ANNs about 3000 consistent data samples are available. According to equation (69), this allows for training of networks with a total sum of $N_v=300$ free parameters with an error probability $\varepsilon=0.1$. With equation (70), the recommended upper bound of hidden layer neurons is determined to be 23 for blower level prediction and 25 for flap position prediction. To determine the number of hidden layer neurons for blower level and flap position prediction, networks with different number of hidden layer neurons have been trained and their performance has been compared. When training an ANN, the weights within the ANN are normally randomly initialized. However, improper initialization of weights may result in infinite training times or stopping at a local minima of performance [63]. Therefore 200 networks have been trained for each hidden layer configuration. The best 150 results for training and validation performance have been taken into account and have been plotted as average in Figure 5-4.

![Performance plots](image)

**Figure 5-4: Performance plots; (a) Blower level ANN, (b) Flap position prediction ANN**

This procedure prevents that poor weights initialization affect the performance plots and additionally provides statistical confidence concerning the results.
Figure 5-4 shows that neither blower level ANNs, nor Flap position ANNs have been over-fitted. It is apparent that the networks’ performances initially increases and levels off towards higher numbers of hidden layer neurons. There are no apparent local minima. However, it is also apparent that performance only slowly increases towards high numbers of hidden layer neurons. However, literature suggests to select as few as hidden layer neurons as possible, in order to minimize the number of free parameters within the network [102]. This means trading off precision against cost. The author therefore adapts Cattel’s straight line approach from Chapter 4.3.4.2 to find the optimal number of hidden layer neurons for blower level as well as for flap position prediction. This is indicated by the red lines in Figure 5-4. In Figure 5-4(a), it is apparent that hidden layer neurons 12 to 25 form a more or less straight line, indicating only little further improvements in prediction performance. In Figure 5-4(b), this straight line can be found for hidden layer neurons 10 to 25. The researcher therefore suggests implementing 12 hidden layer neurons for blower level prediction and 10 hidden layer neurons for flap position prediction. With these findings, the neural network structures have been determined as shown in Figure 5-5.

![Artificial neural network structure](image)

**Figure 5-5: Artificial neural network structure; (a) Blower level, (b) Flap position**

The total number of free parameters can be determined as $N_v=169$ for the blower level prediction network in Figure 5-5(a) and as $N_v=128$ for the flap position prediction network in Figure 5-5(b). According to equation (69), this means that the networks can be efficiently trained with about $N_s=1700$ for blower level and with about $N_s=1300$ (good) samples for flap position prediction.

The input variables to both networks have been z-core transformed using equation (56), in order to minimize the bias of one feature over another. In a later design, z-core normalization parameters have to be included into the input layer of the network. This can be implemented as
successive subtraction and division of the z-core parameters. The required parameters are given in appendix A.6. Each output layer is connected to a max-picker element, which provides the following functionality: Given an output vector \( \mathbf{y} \in \mathbb{R}^n \), the output can be expressed as
\[
y = \max(y_1, y_2, \ldots, y_n).
\]
(73)

In terms of this research the available data set consists of each about 3000 samples for training of blower level and flap position ANNs. This data has to be randomly divided into three single datasets for training, validation and testing purposes, as illustrated in Figure 5-6.

![Figure 5-6: Data separation process](image)

The portioning is as follows:
- Training data 65%,
- Validation data 15%,
- Test data 20%.

Validation data is used for stopping training, in order to prevent over-fitting and provides a measure of the generalization capability of the network. Due to a lack of interfacing possibilities to existent HVAC ECUs, no verification in a real vehicle can be implemented at this stage of research. Testing data are therefore being withheld during the training process and are used as independent, not previously seen data for system verification.

### 5.4 Results

The activation functions in the hidden layer neurons, as well as in the output layer neurons, were chosen to be a sigmoid function like equation (65). The training algorithm was chosen to be the Conjugate gradient descent algorithm, a second order optimization method, which often offers quick convergence. Details about the Conjugate gradient descent algorithm can be found in [50], [63] and [102].

The ANN models in Figure 5-5 have been trained and verified. The results will be presented in the following subsections.
5.4.1 Blower level prediction

The training results for blower level prediction are shown in Figure 5-7(a). It is apparent that best validation performance (BVP) has been reached after 161 training epochs. Training has been canceled at epoch 167, because validation performance has decreased for six successive cycles, meaning the network was tending to over-fit at epoch 161.

![BVP 0.056893 (epoch 161)](image)

![Error Histogram with 20 Bins](image)

(a) Error Histogram with 20 Bins

(b) Error Histogram with 20 Bins

Figure 5-7: Performance plot for blower level prediction; (a) Performance plot; (b) Error histogram

The functional course of test and validation performance in Figure 5-7(a) is similar, which confirms a suitable data separation, as well as a good generalization capability of the network. Since network performance may be dependent on the initial initialization of the weight vectors \( w_i \), the network has been retrained for about 50 times, achieving similar results. The author is therefore confident that a global minimum in the error function has been found. Figure 5-7(b) confirms the good generalization capability and presents an error histogram, divided into 20 bins, which shows the absolute errors between target values and output value for each output layer neuron. The optimal case of zero deviation is indicated by the orange colored line. It is apparent that most of the errors are contained within the interval \([-0.05;0]\). The number of instances in critical intervals \([-1;-0.5] \text{ and } [+0.5;+1] \), which will lead to misclassification are acceptable low. Figure 5-8 shows the classification results for training, validation and testing. The diagonal cells show the number of cases that were correctly classified and the off diagonal elements show misclassified cases. The blue cell shows the total amount of correctly classified cases.
Figure 5-8: Confusion matrix for blower level prediction; (a) Training confusion, (b) Validation confusion, (c) Testing confusion, (d) Overall confusion.

Each row shows the classification results with respect to the output class and each column shows the classification results with respect to the target class. Evaluating the overall result from training, validation and testing, which is given in Figure 5-8(d), one can see that a total of 87.7% of the cases were correctly classified. The results for test, validation and training data in Figure 5-8(a), (b) and (c) show similar performance. It is apparent that blower level ‘1’ and blower level ‘4’ have been best classified, suggesting that extreme conditions are well separable. Blower level ‘1’ could be correctly predicted in 88.6%, blower level ‘2’ in 82.7%, blower level ‘3’ in 81.7% and blower level ‘4’ in 97.8% of all cases.
The classification performance between blower level ‘2’ and blower level ‘3’ seems not to be that clear. It is apparent that most cases of misclassification occur in neighboring classes. Figure 5-8 therefore suggests that the operator had more difficulties to uniquely distinguish between blower level ‘2’ and blower level ‘3’ than between extreme situations. There seems to be an estimated 20% overlap between blower level ‘2’ and blower level ‘3’. This tendency is present in the training, validation and testing plots.

There are various possible explanations for these phenomena. One could conclude that humans are fuzzy in evaluation of their thermal environment. This evaluation might also be time and location-variant to some extent. Another possible explanation might be the use of a manual HVAC system, which only allows for setting up a discrete output space. Problems may especially occur when the environmental situations demand an output value in between two discrete output classes. This could result in an increased range of decision fuzziness. However, it is finally concluded that 87.7% correct overall classification performance is a superior result and offers fairly good prediction results.

5.4.2 Flap position prediction

The training- and validation results of the ANN for flap position prediction are shown in Figure 5-9. Figure 5-9(a) indicates that BVP has been reached after 123 training epochs.

![Figure 5-9: Performance plot for flap position prediction; (a) Performance plot; (b) Error histogram](image)

Similarly to blower level prediction, Figure 5-9(a) shows a smooth course of training and validation performance. There are no obvious significant differences in local maxima and
minima which would suggest a poor separation of the data set or over-fitting tendencies. This is confirmed by the error histogram in Figure 5-9(b). It is apparent that most instances are located within the error interval [-0.5;0]. It can be seen that the course of the error envelope decreases slightly slower than for the blower prediction ANN. However, this is not considered as significant, since the number of instances in critical intervals ([1;0.5] and [0.5;1]) are also comparably low.

Figure 5-10 shows the classification results for training, validation and testing.

<table>
<thead>
<tr>
<th>Output Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>536</td>
<td>62</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>71</td>
<td>517</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>50</td>
<td>591</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>125</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>125</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>7</td>
<td>121</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>172</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>154</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>12</td>
<td>177</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>833</td>
<td>98</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>124</td>
<td>796</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>69</td>
<td>889</td>
</tr>
</tbody>
</table>

Figure 5-10: Confusion matrix for flap position prediction; (a) Training confusion, (b) Validation confusion, (c) Testing confusion, (d) Overall confusion
Figure 5-10(d) shows the overall classification results. It is apparent that in 87.2% the network is able to produce the correct output. The results for test, validation and training data in Figure 5-10(a), (b), (c) and (d) show each similar performance. Similar to blower level prediction, the extreme values ‘breast’ and ‘head’ have been predicted best with 86.5% and 92.4% correct classifications. Flap position ‘breast-head’ has been correctly classified for 82.7% of all cases. This suggests an overlap between flap positions ‘breast’ and ‘breast head’ as well as for flap positions ‘breast-head’ and head. Possible explanations for these phenomena follow exactly the argumentation of Chapter 5.4.1 and will therefore not be repeated in this context again.

### 5.4.3 Temperature set-up value

In Chapter 4.6.6, the temperature knob was found to be segmental linear dependent on ambient temperature $\vartheta_{Am}$. According to Figure 4-30, the author suggests to model the temperature knob value $T_k$ with two straight lines. A best fit straight line $y = ax_i + b$ was therefore calculated, so that for each $(x_i, y_i)$

$$\sum_{i=1}^{N} (y_i - ax_i + b)^2 \rightarrow \min,$$

is fulfilled. The coefficients have been determined for $a=-1.061$ and $b=113$. The result is summarized in equation (75).

$$T_k = \begin{cases} 
-1.061 \frac{Am}{\vartheta_c} + 113 & \text{for } Am \leq +43^\circ C \\
+50 & \text{for } Am > +43^\circ C
\end{cases}$$

### 5.5 Summary

This chapter has applied ANN to thermal comfort research in order to predict blower level as well as the heater box’s flap position. Research has been conducted to determine the optimal structure of the ANNs. An 8-12-4 FNN was found to be best for blower level prediction and an 8-10-3 FNN for flap position prediction. The networks have both been trained with about 3000 samples, however it was shown that 1700 and 1300 expressive samples should be sufficient to train the blower and the flap network. The term ‘expressive’ cannot be specified with formal means. In practice, this means that samples have to be collected, which include representative information about the environment. In terms of thermal comfort this means that samples must cover a representative variety of environmental conditions, including moderate as well extreme conditions.
The resulting overall classification performance is about 87% for blower and flap prediction. It has been shown that ANNs are far superior with respect to manual interpretation methods, as presented in Chapter 4.6.

Extreme values for blower level and flap position were predicted best. It was shown that data classes overlap to some extend which might be a result of human fuzziness in thermal comfort evaluation. However it might be also a consequence of the manual HVAC unit, which has been used for this research project.

The ANNs performance has been verified against independent data, which have been randomly chosen from the data set and which have not been used for system training.

It has been shown that it is possible to extract thermal comfort knowledge directly from measurement data. Prior modelling of human’s thermo-regularity system and human’s response is not necessary. It has also been shown, that it is possible to adapt a technical system to the thermal comfort preferences of an individual.

Temperature knob prediction was found to be primarily dependent on ambient temperature and can be fairly approximated by a stepwise linear function.
Chapter 6

Conclusion and further development

Engineering is a discipline of acquiring and applying scientific knowledge to technical processes, in order to offer solutions for the needs of society. In general, this scientific knowledge incorporates fundamental laws of physics and mathematics, whose interpretations lead to clear results. In terms of thermal comfort control, this approach does not guarantee success. Humans tend to be fuzzy in their decision space and their perception of environment depends on physiological and psychological properties, which might be biased by personal, cultural and ecological expectations. The problems can be summarized as:

- Thermal comfort is subjective and vague,
- Many thermal comfort parameters can only be estimated,
- Thermal comfort control is a multi-dimensional problem and its perception may vary in time and location.

A technical implementation that satisfies everyone is therefore considered to be impossible, although it is manageable to adapt a system to the individual. Knowledge based on more than 40 years of thermal comfort research in residential buildings, can hardly be transferred to the vehicular environment. This is justified due to the extremely inhomogeneous and transient conditions inside the vehicle cabin. However, this did not prevent researchers from applying these methods also to the automotive environment. So far, research in transient environments is still under investigation and generally accepted theories have not been published yet. Automotive industry predominantly adopts physiological and psychological models, in combination with manikins, to assess thermal comfort.

This research project has focused on knowledge extraction from experimental field data and applies strategies of machine learning, in order to predict the passenger’s preferences with respect to the HVAC control unit. This methodology bypasses the use and the development of any human psychological and physiological models and aims to directly ‘imitate’ the user in his/her decision space. This approach is not popular in the scientific world, because it does not add any knowledge towards the better understanding of human’s thermo-regularity system and the achieved results might be highly vehicle- and individual specific. However the author opposes, since no mathematical model will be capable of exactly imitating human response, this approach avoids various sources of modelling errors and will deliver the most possible direct and straight-forward implementation of thermal comfort control. To achieve this, a
A representative database is required which contains appropriate input-output mappings. Due to the complexity of thermal interactions between the environment and the vehicle, as well as due to psychological reasons, climate chamber tests are not considered to be expressive and field testing is required. Therefore, a novel thermal comfort interface has been developed, that incorporates:

- Interfacing to vehicle ECUs,
- Measuring environmental conditions,
- Measuring vehicle parameters,
- Measuring human response,
- Automatic thermal comfort evaluation using a computer.

The equipment has been installed in a VW Polo in a combination with a prototype manual HVAC unit. Since reliable and consistent data mapping is of great importance for successful system learning, a lot of effort has been put into error recognition mechanisms and consistency algorithms. To make this research as practice-orientated as possible, the direct attachment of sensors to the human body has been abdicated. Sensory devices have been restricted to standard temperature and humidity sensors, which have been installed inside the vehicle cabin. A novel three-dimensional solar sensor has been used in order to measure sun intensity, sun elevation angle as well as sun azimuth angle. It has been noticed that sun angle determination performs poorly at diffuse solar radiation. This effect has been shown to be mainly negatively correlated to sun intensity and can therefore be roughly compensated for. However, high intensity diffuse radiation cannot be accounted for with the present algorithms. The author assumes that diffuse radiation can be completely distinguished with simultaneously considering sun intensity, sun azimuth, sun elevation angle, as well as their variances per observation interval. A learning machine approach could be implemented to distinguish between different daylight situations, meaning a $\mathbb{R}^6 \rightarrow \mathbb{R}^3$ mapping. However, this requires further research.

The influence of mean radiant temperature on thermal comfort perception has been approximated by measuring the dashboard temperature, which has been shown to be thermal comfort relevant.

Air velocity is an implicit function of vehicle speed, blower level and flap position. It is assumed that their effects on thermal comfort perception can be internally revealed by the learning machine.

Human metabolic rate is assumed to be dependent on the traffic situation and has been estimated with vehicle parameters, namely frequency of gas- and brake pedal changes for a given observation interval. These parameters have been mathematically combined to a continuously
adjusted ‘traffic recognition’ function. However, it has turned out that this function is negatively correlated to vehicle speed and can be therefore omitted.

Clothing insulation has been kept constant during all tests. However, it is assumed that basis clothing insulation may inherently vary over the year. For future research, it would be desirable to include this influence by defining an additional variable, accounting for clothing categories. Data in hot to moderate environments have been collected during summer, spring and autumn in Southern Africa. For future research, winter conditions should be included in order to cover the total climatic spectrum. Available testing conditions have accounted for setting up the whole range for blower level. However, flap positions ‘feet’ and ‘head-feet’ have not been observed during data acquisition. This suggests that in moderate climatic conditions, feet are less sensitive to environmental changes than other body parts.

This research has been limited to short-transient and stationary conditions. However, for future research transient conditions, like cooling down or heating up the vehicle cabin, can be included.

It has been noticed that in most cases driver and front passenger simultaneously reported different levels of thermal comfort. This might be due to variations in individual comfort perception as well as due to the inhomogeneity of vehicle cabin. Since a single zone HVAC unit has been used for this research, the problem could not be accounted for. To ensure data consistency, only the driver was therefore allowed to change the HVAC settings. To increase the efficiency and to double the amount of data, it is suggested to use a dual zone manual HVAC unit for future testing.

Often, a total thermal satisfaction with the environment cannot be fully established in the vehicle cabin. This is probably caused by various complex and local environmental perturbations. The vehicle’s HVAC unit was often found not being capable of removing all these influences of discomfort simultaneously. However, a kind of relative thermal satisfaction could be established due to removal of the most annoying sources of displeasure. In terms of future improvement, this can be accounted for by independently electronically controlling each air outlet. To achieve that, more actuators have to be installed within the experimental setup. It is noteworthy that such a change would not alter the dimensionality of the data input space for system learning.

During summer testing, seat insulation might additionally affect thermal comfort perception. An affirmative relief could be the integration of seat ventilation systems and their connection to the comfort evaluation system.

Methods of data mining and multivariate statistics have been applied and implemented into Matlab, to reduce the dimensionality of the input space, as well as to ensure data consistency. PCA has been used for exploratory data analysis. The dimensionality of the feature space has been reduced from $\mathbb{R}^{20} \rightarrow \mathbb{R}^8$. 
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The thermal comfort relevant variables have been identified as:

- Ambient temperature,
- Relative humidity,
- Vehicle speed,
- In-cabin air temperature,
- Dashboard temperature,
- Sun intensity,
- Sun azimuth angle,
- Sun elevation angle.

It has been shown that ‘by hand’ interpretation of the variable meanings is difficult, due to the multi-dimensional nature of the problem. A reason for this might be that human’s imagination is restricted to three-dimensional spaces. However, tendencies and possible interpretations have been discussed. It has been concluded to be impossible to extract any exact functional relationship. Visual interpretation is additionally complicated by nonlinear inter-relationships between dependent and independent variables.

To overcome these problems, elements of artificial intelligence have been proposed for classification. Many of those methods are similar in their internal behavior, but do differ in their philosophy of application. Since only little a-priori thermal comfort process knowledge has been available, the author has identified ANNs as a suitable classification and regression framework. ANNs have been therefore implemented to predict blower level and flap position. It is noteworthy, that this kind of problem is universal and any technology, which is capable of distribution-free learning from experimental data, can be used for system implementation. In terms of future research, ANNs might be for example substituted by support vector machines or might be combined with fuzzy logic, in order to account for some human knowledge from Chapter 4.6.

After training, the system’s overall performance to predict blower levels was 87.7%. It has been shown that the percentage of correct prediction for blower levels ‘1’ and ‘4’ is 89% and 97.8%, whilst blower levels ‘2’ and ‘3’ are only correctly classified for 82.7% and 81.7% of the cases. Closer investigations have shown that values for blower levels ‘2’ and ‘3’ spread within their neighboring classes. It is therefore apparent, that the test engineer has not been able to clearly distinguish between blower levels ‘2’ and ‘3’ during data acquisition and the classes seem to overlap to some extent. This can be explained due to fuzzy human thermal comfort perception and the use of a manual HVAC unit, which is limited to a discrete output domain. Latter one is especially true for cases, when the desired output lies in between two distinctive output patterns.
If neighboring misclassifications are ignored, the neural network’s performance can be improved to about 96%. Further research should therefore especially focus on blower levels ‘2’ and ‘3’. Implementation of a continuous output domain (PWM control of any actuator) might improve system performance.

Similar conclusions can be found for flap position prediction. The overall correct classification rate is about 87%. Flap positions ‘breast’ and ‘head’ are correctly classified for 86.5% and 92.4%, while flap position ‘breast-head’ only accounts for 83% correct classifications.

The ANNs have been trained with about 3000 training samples. However, it has been shown that 1700 and 1300 expressive samples should be sufficient to train the blower and the flap predictors. The term ‘expressive’ means in this context, those samples must distinguish from each other and must be representative for a wide range of environmental conditions.

It has been shown that temperature knob setting is highly negatively correlated to ambient temperature. It has been therefore decided to model temperature knob setting using a piecewise straight line approximation.

With the current experimental setup, prediction of blower level and flap position constitutes a pattern recognition problem. Future research could integrate electronic controllers for blower and flap actuators, in order to transform the discrete output space to a continuous domain, resulting in a multidimensional regression problem. This might further increase system performance.

This research has been limited to simulative investigations. The performance of the ANNs has been verified against an independent set of testing data, which has been randomly chosen and has not been used for system training. A practical implementation in the real vehicle and its connection to the vehicle’s bus systems has been far beyond the scope of this research. However, in terms of future research such an implementation could be considered.

The goals of this research have been fulfilled and it has been shown that it is possible of directly teaching an intelligent system, using experimental thermal comfort data. The prediction performance is at least comparable to conventional HVAC units, however the development procedure has been considerably simplified. This methodology can be used for HVAC system development and is capable of assisting the application engineer to impress the HVAC ECU with a desired multidimensional characteristic, which is directly extracted from field data. Since it has been shown to be possible to teach a technical system with fuzzy human data, future research could also be extended to HVAC units, which adapt their behavior with respect to the user’s inputs during operation.
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### Appendix

#### A.1 CAN definitions

This section contains information about the CAN messages which are generated by the thermal comfort acquisition unit.

<table>
<thead>
<tr>
<th>ID</th>
<th>LNG</th>
<th>Byte</th>
<th>Description</th>
<th>Factor/Offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>$100</td>
<td>7</td>
<td>0</td>
<td>$00 AC off</td>
<td>1/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$10 AC on</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF No CAN link</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>$xx Blower speed [%]</td>
<td>1/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF No CAN link</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>$xx Vehicle speed [km/h]</td>
<td>1/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF No CAN link</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>$xx Number of stop/go cycles during the past 150s</td>
<td>1/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF No CAN link</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>$xx Engine coolant temperature [ºC]</td>
<td>0.75/-48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF No CAN link</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>$xx Ambient temperature [ºC]</td>
<td>0.5/-50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF No CAN link</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>$xx Filtered ambient temperature [ºC]</td>
<td>0.5/-50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF No CAN link</td>
<td></td>
</tr>
<tr>
<td>$101</td>
<td>8</td>
<td>0</td>
<td>$xx Temp1High</td>
<td>0.25/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF NC</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>$xx Temp1Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF NC</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>$xx Temp2High</td>
<td>0.25/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF NC</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>$xx Temp2Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF NC</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>$xx Temp3High</td>
<td>0.25/0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$FF NC</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>$xx Temp3Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>Code</td>
<td>Value</td>
<td>Description</td>
<td>Value Range</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-------------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>$xx</td>
<td>Temp4High</td>
<td>0.25/0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>SFF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$xx</td>
<td>Temp4Low</td>
<td>0.25/0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>SFF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$xx</td>
<td>Temp5High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>5</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$xx</td>
<td>Temp5Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>7</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$xx</td>
<td>Temp6High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>9</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$xx</td>
<td>Temp6Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>11</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>$xx</td>
<td>Temp7High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>13</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$xx</td>
<td>Temp7Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>15</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>$xx</td>
<td>Temp8High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>17</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>$xx</td>
<td>Temp8Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>19</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>$xx</td>
<td>Tempknob</td>
<td>1/0</td>
</tr>
<tr>
<td>21</td>
<td>S01</td>
<td>Feet</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>S02</td>
<td>Feet-Head</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>S03</td>
<td>Head</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>S04</td>
<td>Breast</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>S05</td>
<td>Breast-Head</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>S06</td>
<td>Breast-Feet</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>S07</td>
<td>Error (lower limit exceeded)</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>S08</td>
<td>Error (upper limit exceeded)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>$xx</td>
<td>Humidity</td>
<td>0.63/-25.8</td>
</tr>
<tr>
<td>30</td>
<td>SFF</td>
<td>NC</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>S00</td>
<td>Transient operating mode</td>
<td>1/0</td>
</tr>
<tr>
<td>32</td>
<td>S01</td>
<td>Stationary operating mode</td>
<td></td>
</tr>
<tr>
<td>Code</td>
<td>byte1</td>
<td>Description</td>
<td>Value</td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>--------------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>$104</td>
<td>6</td>
<td>Tempknob deviation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Sun azimuth angle (high byte)</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$7F</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Sun azimuth angle (low byte)</td>
<td>$FF</td>
</tr>
<tr>
<td></td>
<td>$7F</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Sun elevation angle (high byte)</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Sun elevation angle (low byte)</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Sun intensity (high byte)</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Sun intensity (low byte)</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>$105</td>
<td>6</td>
<td>Speed variation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Sun azimuth angle variation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$7F</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Sun azimuth angle variation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Sun elevation angle variation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Sun intensity variation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Traffic information</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Total traffic information</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td>$106</td>
<td>2</td>
<td>Passenger draught evaluation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Passenger comfort evaluation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Passenger comfort evaluation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>$107</td>
<td>2</td>
<td>Driver draught evaluation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Driver comfort evaluation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$7F</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Driver comfort evaluation</td>
<td>$xx</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>$200</td>
<td>7</td>
<td>$00 AC off</td>
<td></td>
</tr>
<tr>
<td>$10</td>
<td>AC on</td>
<td>SFF</td>
<td>No CAN link</td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>-----</td>
<td>-------------</td>
</tr>
<tr>
<td>1</td>
<td>$xx</td>
<td>Blower speed [%]</td>
<td>1/0</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$xx</td>
<td>Vehicle speed [km/h]</td>
<td>1/0</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$xx</td>
<td>Number of stop/go cycles during the past 150s</td>
<td>1/0</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$xx</td>
<td>Engine coolant temperature [ºC]</td>
<td>0.75/-48</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$xx</td>
<td>Ambient temperature [ºC]</td>
<td>0.5/-50</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$xx</td>
<td>Filtered ambient temperature [ºC]</td>
<td>0.5/-50</td>
</tr>
<tr>
<td></td>
<td>$FF</td>
<td>No CAN link</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$xx</td>
<td>Temp1High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$xx</td>
<td>Temp1Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$xx</td>
<td>Temp2High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$xx</td>
<td>Temp2Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$xx</td>
<td>Temp3High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$xx</td>
<td>Temp3Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$xx</td>
<td>Temp4High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$xx</td>
<td>Temp4Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$xx</td>
<td>Temp5High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>$FF</td>
<td>NC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$xx</td>
<td>Temp5Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>Appendix</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$xx</td>
<td>Temp6High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>3</td>
<td>$xx</td>
<td>Temp6Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>4</td>
<td>$xx</td>
<td>Temp7High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>5</td>
<td>$xx</td>
<td>Temp7Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>6</td>
<td>$xx</td>
<td>Temp8High</td>
<td>0.25/0</td>
</tr>
<tr>
<td>7</td>
<td>$xx</td>
<td>Temp8Low</td>
<td>0.25/0</td>
</tr>
<tr>
<td>5</td>
<td>$xx</td>
<td>Tempknob</td>
<td>1/0</td>
</tr>
<tr>
<td>6</td>
<td>$xx</td>
<td>Sun azimuth angle (high byte)</td>
<td>1/0</td>
</tr>
<tr>
<td>7</td>
<td>$xx</td>
<td>Sun azimuth angle (low byte)</td>
<td>1/0</td>
</tr>
<tr>
<td>8</td>
<td>$xx</td>
<td>Sun elevation angle (high byte)</td>
<td>1/0</td>
</tr>
<tr>
<td>9</td>
<td>$xx</td>
<td>Sun elevation angle (low byte)</td>
<td>1/0</td>
</tr>
</tbody>
</table>
### A.2 Bivariate correlation matrix

This section summarizes the bivariate correlation coefficients.

<table>
<thead>
<tr>
<th></th>
<th>FAm</th>
<th>V</th>
<th>H</th>
<th>Am</th>
<th>T1</th>
<th>T2</th>
<th>T4</th>
<th>T5</th>
<th>T7</th>
<th>I</th>
<th>E</th>
<th>A</th>
<th>T</th>
<th>IV</th>
<th>EV</th>
<th>AV</th>
<th>VV</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAm</td>
<td>1.00</td>
<td>-0.407</td>
<td>-0.184</td>
<td>0.980</td>
<td>-0.705</td>
<td>0.338</td>
<td>0.694</td>
<td>0.766</td>
<td>0.270</td>
<td>0.437</td>
<td>0.199</td>
<td>0.128</td>
<td>0.164</td>
<td>-0.101</td>
<td>-0.414</td>
<td>-0.305</td>
<td>0.101</td>
</tr>
<tr>
<td>V</td>
<td>-0.407</td>
<td>1.000</td>
<td>0.058</td>
<td>-0.439</td>
<td>0.363</td>
<td>-0.303</td>
<td>-0.353</td>
<td>-0.500</td>
<td>-0.027</td>
<td>-0.211</td>
<td>-0.134</td>
<td>-0.116</td>
<td>-0.387</td>
<td>0.069</td>
<td>0.219</td>
<td>0.092</td>
<td>-0.321</td>
</tr>
<tr>
<td>H</td>
<td>-0.184</td>
<td>0.058</td>
<td>1.000</td>
<td>-0.176</td>
<td>0.407</td>
<td>0.003</td>
<td>-0.121</td>
<td>-0.338</td>
<td>-0.199</td>
<td>-0.317</td>
<td>-0.181</td>
<td>-0.116</td>
<td>0.034</td>
<td>0.044</td>
<td>0.284</td>
<td>0.226</td>
<td>0.012</td>
</tr>
<tr>
<td>Am</td>
<td>0.980</td>
<td>-0.439</td>
<td>-0.176</td>
<td>1.000</td>
<td>-0.701</td>
<td>0.356</td>
<td>0.697</td>
<td>0.767</td>
<td>0.274</td>
<td>0.436</td>
<td>0.197</td>
<td>0.145</td>
<td>0.155</td>
<td>-0.102</td>
<td>-0.414</td>
<td>-0.312</td>
<td>0.101</td>
</tr>
<tr>
<td>T1</td>
<td>-0.705</td>
<td>0.363</td>
<td>0.407</td>
<td>-0.701</td>
<td>1.000</td>
<td>-0.007</td>
<td>-0.381</td>
<td>-0.636</td>
<td>-0.243</td>
<td>-0.691</td>
<td>-0.419</td>
<td>-0.038</td>
<td>-0.137</td>
<td>0.074</td>
<td>0.697</td>
<td>0.525</td>
<td>-0.064</td>
</tr>
<tr>
<td>T2</td>
<td>0.338</td>
<td>-0.030</td>
<td>0.003</td>
<td>0.356</td>
<td>-0.007</td>
<td>1.000</td>
<td>0.446</td>
<td>0.417</td>
<td>0.316</td>
<td>0.064</td>
<td>-0.069</td>
<td>0.226</td>
<td>0.035</td>
<td>0.067</td>
<td>0.033</td>
<td>0.047</td>
<td>-0.015</td>
</tr>
<tr>
<td>T4</td>
<td>0.694</td>
<td>-0.353</td>
<td>-0.121</td>
<td>0.697</td>
<td>-0.381</td>
<td>0.446</td>
<td>1.000</td>
<td>0.810</td>
<td>0.549</td>
<td>0.315</td>
<td>-0.039</td>
<td>0.133</td>
<td>0.129</td>
<td>-0.106</td>
<td>-0.250</td>
<td>-0.186</td>
<td>0.098</td>
</tr>
<tr>
<td>T5</td>
<td>0.766</td>
<td>-0.500</td>
<td>-0.338</td>
<td>0.767</td>
<td>-0.636</td>
<td>0.417</td>
<td>0.810</td>
<td>1.000</td>
<td>0.528</td>
<td>0.480</td>
<td>0.130</td>
<td>0.231</td>
<td>0.189</td>
<td>-0.133</td>
<td>-0.411</td>
<td>-0.265</td>
<td>0.122</td>
</tr>
<tr>
<td>T7</td>
<td>0.270</td>
<td>-0.027</td>
<td>-0.199</td>
<td>0.274</td>
<td>-0.243</td>
<td>0.316</td>
<td>0.549</td>
<td>0.528</td>
<td>1.000</td>
<td>0.280</td>
<td>-0.402</td>
<td>0.147</td>
<td>-0.040</td>
<td>-0.093</td>
<td>-0.113</td>
<td>-0.061</td>
<td>-0.010</td>
</tr>
<tr>
<td>I</td>
<td>0.437</td>
<td>-0.211</td>
<td>-0.317</td>
<td>0.436</td>
<td>-0.691</td>
<td>0.064</td>
<td>0.315</td>
<td>0.480</td>
<td>0.280</td>
<td>1.000</td>
<td>0.573</td>
<td>0.066</td>
<td>0.055</td>
<td>-0.156</td>
<td>-0.810</td>
<td>-0.672</td>
<td>0.022</td>
</tr>
<tr>
<td>E</td>
<td>0.199</td>
<td>-0.134</td>
<td>-0.181</td>
<td>0.197</td>
<td>-0.419</td>
<td>-0.069</td>
<td>-0.039</td>
<td>0.130</td>
<td>-0.402</td>
<td>0.573</td>
<td>1.000</td>
<td>-0.083</td>
<td>0.039</td>
<td>0.119</td>
<td>0.046</td>
<td>-0.741</td>
<td>-0.632</td>
</tr>
<tr>
<td>A</td>
<td>0.128</td>
<td>-0.116</td>
<td>-0.116</td>
<td>0.145</td>
<td>-0.038</td>
<td>0.226</td>
<td>0.133</td>
<td>0.231</td>
<td>0.147</td>
<td>-0.066</td>
<td>-0.083</td>
<td>1.000</td>
<td>0.078</td>
<td>-0.064</td>
<td>0.106</td>
<td>0.148</td>
<td>0.027</td>
</tr>
<tr>
<td>T</td>
<td>0.164</td>
<td>-0.387</td>
<td>0.034</td>
<td>0.155</td>
<td>-0.137</td>
<td>0.035</td>
<td>0.129</td>
<td>0.189</td>
<td>0.040</td>
<td>0.055</td>
<td>0.119</td>
<td>0.078</td>
<td>1.000</td>
<td>-0.017</td>
<td>-0.114</td>
<td>-0.029</td>
<td>0.224</td>
</tr>
<tr>
<td>IV</td>
<td>-0.101</td>
<td>0.069</td>
<td>0.044</td>
<td>-0.102</td>
<td>0.074</td>
<td>-0.067</td>
<td>-0.106</td>
<td>-0.133</td>
<td>-0.093</td>
<td>-0.156</td>
<td>0.046</td>
<td>-0.064</td>
<td>-0.017</td>
<td>1.000</td>
<td>0.074</td>
<td>0.042</td>
<td>0.032</td>
</tr>
<tr>
<td>EV</td>
<td>-0.414</td>
<td>0.219</td>
<td>0.284</td>
<td>-0.414</td>
<td>0.697</td>
<td>0.033</td>
<td>-0.250</td>
<td>-0.411</td>
<td>-0.113</td>
<td>-0.810</td>
<td>-0.417</td>
<td>1.060</td>
<td>-0.114</td>
<td>0.074</td>
<td>1.000</td>
<td>0.824</td>
<td>-0.048</td>
</tr>
<tr>
<td>AV</td>
<td>-0.305</td>
<td>0.092</td>
<td>0.226</td>
<td>-0.312</td>
<td>0.525</td>
<td>0.047</td>
<td>-0.186</td>
<td>-0.265</td>
<td>-0.061</td>
<td>-0.672</td>
<td>-0.632</td>
<td>0.148</td>
<td>-0.029</td>
<td>0.042</td>
<td>0.824</td>
<td>1.000</td>
<td>-0.012</td>
</tr>
<tr>
<td>VV</td>
<td>0.101</td>
<td>-0.321</td>
<td>0.012</td>
<td>0.101</td>
<td>-0.064</td>
<td>-0.015</td>
<td>0.098</td>
<td>0.122</td>
<td>-0.010</td>
<td>0.022</td>
<td>0.030</td>
<td>0.027</td>
<td>0.224</td>
<td>0.032</td>
<td>-0.048</td>
<td>-0.012</td>
<td>1.000</td>
</tr>
</tbody>
</table>

### A.3 PCA correlation loadings

This chapter contains the PCA correlation loadings which have been used for exploratory data analysis in Chapter 4.
### PCA correlation loadings including all variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 1</th>
<th>Principle component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>FAm</td>
<td>-0.845</td>
<td>71.403</td>
</tr>
<tr>
<td>V</td>
<td>0.489</td>
<td>23.912</td>
</tr>
<tr>
<td>H</td>
<td>0.378</td>
<td>14.288</td>
</tr>
<tr>
<td>Am</td>
<td>-0.849</td>
<td>72.080</td>
</tr>
<tr>
<td>T1</td>
<td>0.844</td>
<td>71.234</td>
</tr>
<tr>
<td>T2</td>
<td>-0.295</td>
<td>8.703</td>
</tr>
<tr>
<td>T4</td>
<td>-0.702</td>
<td>49.280</td>
</tr>
<tr>
<td>T5</td>
<td>-0.858</td>
<td>73.616</td>
</tr>
<tr>
<td>T7</td>
<td>-0.390</td>
<td>15.210</td>
</tr>
<tr>
<td>I</td>
<td>-0.753</td>
<td>56.701</td>
</tr>
<tr>
<td>E</td>
<td>-0.441</td>
<td>19.448</td>
</tr>
<tr>
<td>A</td>
<td>-0.117</td>
<td>1.369</td>
</tr>
<tr>
<td>Tr</td>
<td>-0.220</td>
<td>4.840</td>
</tr>
<tr>
<td>IV</td>
<td>0.149</td>
<td>2.220</td>
</tr>
<tr>
<td>EV</td>
<td>0.740</td>
<td>54.760</td>
</tr>
<tr>
<td>AV</td>
<td>0.599</td>
<td>35.880</td>
</tr>
<tr>
<td>VV</td>
<td>-0.139</td>
<td>1.932</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 3</th>
<th>Principle component 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>-0.620</td>
<td>38.440</td>
</tr>
<tr>
<td>H</td>
<td>0.278</td>
<td>7.728</td>
</tr>
<tr>
<td>Am</td>
<td>0.079</td>
<td>0.625</td>
</tr>
<tr>
<td>T1</td>
<td>0.021</td>
<td>0.044</td>
</tr>
<tr>
<td>T2</td>
<td>-0.183</td>
<td>3.349</td>
</tr>
<tr>
<td>T4</td>
<td>-0.072</td>
<td>0.523</td>
</tr>
<tr>
<td>T5</td>
<td>-0.019</td>
<td>0.035</td>
</tr>
<tr>
<td>T7</td>
<td>-0.459</td>
<td>21.068</td>
</tr>
<tr>
<td>I</td>
<td>-0.196</td>
<td>3.842</td>
</tr>
<tr>
<td>E</td>
<td>0.151</td>
<td>2.280</td>
</tr>
<tr>
<td>A</td>
<td>0.042</td>
<td>0.173</td>
</tr>
<tr>
<td>Tr</td>
<td>0.655</td>
<td>42.903</td>
</tr>
<tr>
<td>IV</td>
<td>0.123</td>
<td>1.513</td>
</tr>
<tr>
<td>EV</td>
<td>0.072</td>
<td>0.513</td>
</tr>
<tr>
<td>AV</td>
<td>0.145</td>
<td>2.103</td>
</tr>
<tr>
<td>VV</td>
<td>0.593</td>
<td>35.165</td>
</tr>
<tr>
<td>Variable</td>
<td><strong>Principle component 5</strong></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>Loading</td>
</tr>
<tr>
<td>V</td>
<td>0.054</td>
<td>0.287</td>
</tr>
<tr>
<td>H</td>
<td>-0.315</td>
<td>9.923</td>
</tr>
<tr>
<td>Am</td>
<td>0.024</td>
<td>0.057</td>
</tr>
<tr>
<td>T1</td>
<td>-0.092</td>
<td>0.845</td>
</tr>
<tr>
<td>T2</td>
<td>-0.030</td>
<td>0.088</td>
</tr>
<tr>
<td>T4</td>
<td>-0.015</td>
<td>0.023</td>
</tr>
<tr>
<td>T5</td>
<td>0.049</td>
<td>0.239</td>
</tr>
<tr>
<td>T7</td>
<td>0.032</td>
<td>0.099</td>
</tr>
<tr>
<td>I</td>
<td>-0.099</td>
<td>0.988</td>
</tr>
<tr>
<td>E</td>
<td>0.030</td>
<td>0.089</td>
</tr>
<tr>
<td>A</td>
<td>0.142</td>
<td>2.016</td>
</tr>
<tr>
<td>Tr</td>
<td>-0.113</td>
<td>1.277</td>
</tr>
<tr>
<td>IV</td>
<td>0.904</td>
<td>81.722</td>
</tr>
<tr>
<td>EV</td>
<td>0.041</td>
<td>0.170</td>
</tr>
<tr>
<td>AV</td>
<td>0.042</td>
<td>0.177</td>
</tr>
<tr>
<td>VV</td>
<td>0.088</td>
<td>0.770</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th><strong>Principle component 7</strong></th>
<th></th>
<th><strong>Principle component 8</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>Loading</td>
<td>Correlation [%]</td>
<td>Correlation</td>
</tr>
<tr>
<td>V</td>
<td>0.164</td>
<td>2.690</td>
<td>-0.045</td>
<td>0.200</td>
</tr>
<tr>
<td>H</td>
<td>0.139</td>
<td>1.932</td>
<td>-0.003</td>
<td>0.001</td>
</tr>
<tr>
<td>Am</td>
<td>-0.268</td>
<td>7.182</td>
<td>-0.101</td>
<td>1.020</td>
</tr>
<tr>
<td>T1</td>
<td>0.255</td>
<td>6.503</td>
<td>-0.021</td>
<td>0.046</td>
</tr>
<tr>
<td>T2</td>
<td>0.441</td>
<td>19.448</td>
<td>-0.077</td>
<td>0.593</td>
</tr>
<tr>
<td>T4</td>
<td>0.065</td>
<td>0.421</td>
<td>0.023</td>
<td>0.051</td>
</tr>
<tr>
<td>T5</td>
<td>-0.009</td>
<td>0.009</td>
<td>0.031</td>
<td>0.093</td>
</tr>
<tr>
<td>T7</td>
<td>0.269</td>
<td>7.236</td>
<td>0.181</td>
<td>3.276</td>
</tr>
<tr>
<td>I</td>
<td>0.168</td>
<td>2.822</td>
<td>0.030</td>
<td>0.087</td>
</tr>
<tr>
<td>E</td>
<td>0.124</td>
<td>1.538</td>
<td>-0.074</td>
<td>0.548</td>
</tr>
<tr>
<td>A</td>
<td>0.163</td>
<td>2.657</td>
<td>-0.091</td>
<td>0.836</td>
</tr>
<tr>
<td>Tr</td>
<td>0.224</td>
<td>5.018</td>
<td>0.594</td>
<td>35.284</td>
</tr>
<tr>
<td>IV</td>
<td>0.088</td>
<td>0.783</td>
<td>0.143</td>
<td>2.045</td>
</tr>
<tr>
<td>EV</td>
<td>-0.167</td>
<td>2.789</td>
<td>-0.032</td>
<td>0.104</td>
</tr>
<tr>
<td>AV</td>
<td>-0.219</td>
<td>4.796</td>
<td>0.005</td>
<td>0.003</td>
</tr>
<tr>
<td>VV</td>
<td>0.340</td>
<td>11.560</td>
<td>-0.548</td>
<td>30.030</td>
</tr>
</tbody>
</table>
### PCA correlation loadings removed from FAm, AV and EV

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 1</th>
<th></th>
<th>Principle component 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>0.542</td>
<td>29.376</td>
<td>-0.154</td>
<td>2.372</td>
</tr>
<tr>
<td>H</td>
<td>0.385</td>
<td>14.823</td>
<td>-0.200</td>
<td>4.000</td>
</tr>
<tr>
<td>Am</td>
<td>-0.850</td>
<td>72.250</td>
<td>-0.013</td>
<td>0.016</td>
</tr>
<tr>
<td>T1</td>
<td>0.779</td>
<td>60.684</td>
<td>-0.400</td>
<td>16.000</td>
</tr>
<tr>
<td>T2</td>
<td>-0.393</td>
<td>15.445</td>
<td>-0.520</td>
<td>27.040</td>
</tr>
<tr>
<td>T4</td>
<td>-0.788</td>
<td>62.094</td>
<td>-0.374</td>
<td>13.988</td>
</tr>
<tr>
<td>T5</td>
<td>-0.931</td>
<td>86.676</td>
<td>-0.162</td>
<td>2.624</td>
</tr>
<tr>
<td>T7</td>
<td>-0.502</td>
<td>25.200</td>
<td>-0.579</td>
<td>33.524</td>
</tr>
<tr>
<td>I</td>
<td>-0.656</td>
<td>43.034</td>
<td>0.457</td>
<td>20.885</td>
</tr>
<tr>
<td>E</td>
<td>-0.265</td>
<td>7.023</td>
<td>0.803</td>
<td>64.481</td>
</tr>
<tr>
<td>A</td>
<td>-0.214</td>
<td>4.580</td>
<td>-0.326</td>
<td>10.628</td>
</tr>
<tr>
<td>Tr</td>
<td>-0.249</td>
<td>6.200</td>
<td>0.147</td>
<td>2.161</td>
</tr>
<tr>
<td>IV</td>
<td>0.174</td>
<td>3.028</td>
<td>0.089</td>
<td>0.798</td>
</tr>
<tr>
<td>VV</td>
<td>-0.169</td>
<td>2.856</td>
<td>0.090</td>
<td>0.811</td>
</tr>
<tr>
<td>Variable</td>
<td>Princlple component 3</td>
<td>Principle component 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>-----------------------</td>
<td>-----------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>Correlation [%]</td>
<td>Correlation</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>-0.584</td>
<td>34.106</td>
<td>0.062</td>
<td>0.384</td>
</tr>
<tr>
<td>H</td>
<td>0.390</td>
<td>15.210</td>
<td>0.396</td>
<td>15.682</td>
</tr>
<tr>
<td>Am</td>
<td>0.049</td>
<td>0.238</td>
<td>0.152</td>
<td>2.310</td>
</tr>
<tr>
<td>T1</td>
<td>0.175</td>
<td>3.063</td>
<td>-0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>T2</td>
<td>-0.020</td>
<td>0.041</td>
<td>0.131</td>
<td>1.716</td>
</tr>
<tr>
<td>T4</td>
<td>0.038</td>
<td>0.143</td>
<td>0.227</td>
<td>5.153</td>
</tr>
<tr>
<td>T5</td>
<td>0.010</td>
<td>0.011</td>
<td>0.030</td>
<td>0.087</td>
</tr>
<tr>
<td>T7</td>
<td>-0.281</td>
<td>7.896</td>
<td>0.059</td>
<td>0.350</td>
</tr>
<tr>
<td>I</td>
<td>-0.332</td>
<td>11.022</td>
<td>0.039</td>
<td>0.154</td>
</tr>
<tr>
<td>E</td>
<td>-0.079</td>
<td>0.616</td>
<td>0.030</td>
<td>0.089</td>
</tr>
<tr>
<td>A</td>
<td>0.133</td>
<td>1.769</td>
<td>-0.631</td>
<td>39.816</td>
</tr>
<tr>
<td>Tr</td>
<td>0.651</td>
<td>42.380</td>
<td>-0.122</td>
<td>1.488</td>
</tr>
<tr>
<td>IV</td>
<td>0.100</td>
<td>1.000</td>
<td>0.580</td>
<td>33.640</td>
</tr>
<tr>
<td>VV</td>
<td>0.612</td>
<td>37.454</td>
<td>0.010</td>
<td>0.010</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Princlple component 5</th>
<th>Principle component 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>0.054</td>
<td>0.289</td>
</tr>
<tr>
<td>H</td>
<td>-0.403</td>
<td>16.241</td>
</tr>
<tr>
<td>Am</td>
<td>-0.042</td>
<td>0.174</td>
</tr>
<tr>
<td>T1</td>
<td>-0.043</td>
<td>0.183</td>
</tr>
<tr>
<td>T2</td>
<td>0.020</td>
<td>0.039</td>
</tr>
<tr>
<td>T4</td>
<td>-0.079</td>
<td>0.630</td>
</tr>
<tr>
<td>T5</td>
<td>0.038</td>
<td>0.142</td>
</tr>
<tr>
<td>T7</td>
<td>0.012</td>
<td>0.014</td>
</tr>
<tr>
<td>I</td>
<td>-0.131</td>
<td>1.716</td>
</tr>
<tr>
<td>E</td>
<td>0.043</td>
<td>0.189</td>
</tr>
<tr>
<td>A</td>
<td>0.436</td>
<td>19.010</td>
</tr>
<tr>
<td>Tr</td>
<td>-0.042</td>
<td>0.176</td>
</tr>
<tr>
<td>IV</td>
<td>0.768</td>
<td>58.982</td>
</tr>
<tr>
<td>VV</td>
<td>0.092</td>
<td>0.855</td>
</tr>
</tbody>
</table>
### PCA correlation loadings removed from FAm, AV, EV, T1, T4 and T5

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 1</th>
<th></th>
<th>Principle component 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>0.616</td>
<td>37.946</td>
<td>-0.187</td>
<td>3.497</td>
</tr>
<tr>
<td>H</td>
<td>0.403</td>
<td>16.241</td>
<td>0.024</td>
<td>0.058</td>
</tr>
<tr>
<td>Am</td>
<td>-0.785</td>
<td>61.623</td>
<td>-0.135</td>
<td>1.823</td>
</tr>
<tr>
<td>T2</td>
<td>-0.359</td>
<td>12.888</td>
<td>-0.552</td>
<td>30.470</td>
</tr>
<tr>
<td>T7</td>
<td>-0.356</td>
<td>12.674</td>
<td>-0.720</td>
<td>51.840</td>
</tr>
<tr>
<td>I</td>
<td>-0.714</td>
<td>50.980</td>
<td>0.226</td>
<td>5.108</td>
</tr>
<tr>
<td>E</td>
<td>-0.409</td>
<td>16.728</td>
<td>0.721</td>
<td>51.984</td>
</tr>
<tr>
<td>A</td>
<td>-0.238</td>
<td>5.664</td>
<td>-0.403</td>
<td>16.241</td>
</tr>
<tr>
<td>Tr</td>
<td>-0.367</td>
<td>13.469</td>
<td>0.229</td>
<td>5.244</td>
</tr>
<tr>
<td>IV</td>
<td>0.216</td>
<td>4.666</td>
<td>0.180</td>
<td>3.240</td>
</tr>
<tr>
<td>VV</td>
<td>-0.266</td>
<td>7.076</td>
<td>0.185</td>
<td>3.423</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 3</th>
<th></th>
<th>Principle component 4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>-0.492</td>
<td>24.206</td>
<td>0.095</td>
<td>0.901</td>
</tr>
<tr>
<td>H</td>
<td>0.437</td>
<td>19.097</td>
<td>-0.173</td>
<td>2.993</td>
</tr>
<tr>
<td>Am</td>
<td>0.005</td>
<td>0.003</td>
<td>0.067</td>
<td>0.449</td>
</tr>
<tr>
<td>T2</td>
<td>0.037</td>
<td>0.140</td>
<td>0.236</td>
<td>5.570</td>
</tr>
<tr>
<td>T7</td>
<td>-0.140</td>
<td>1.960</td>
<td>-0.070</td>
<td>0.496</td>
</tr>
<tr>
<td>I</td>
<td>-0.488</td>
<td>23.814</td>
<td>-0.091</td>
<td>0.825</td>
</tr>
<tr>
<td>E</td>
<td>-0.331</td>
<td>10.956</td>
<td>0.174</td>
<td>3.028</td>
</tr>
<tr>
<td>A</td>
<td>0.215</td>
<td>4.623</td>
<td>0.329</td>
<td>10.824</td>
</tr>
<tr>
<td>Tr</td>
<td>0.574</td>
<td>32.948</td>
<td>-0.051</td>
<td>0.265</td>
</tr>
<tr>
<td>IV</td>
<td>0.101</td>
<td>1.020</td>
<td>0.853</td>
<td>72.761</td>
</tr>
<tr>
<td>VV</td>
<td>0.561</td>
<td>31.472</td>
<td>-0.019</td>
<td>0.036</td>
</tr>
</tbody>
</table>
### Variable Loading Table

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 5</th>
<th></th>
<th>Principle component 6</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>[%]</td>
<td>Correlation</td>
<td>[%]</td>
</tr>
<tr>
<td>V</td>
<td>0.074</td>
<td>0.549</td>
<td>0.028</td>
<td>0.077</td>
</tr>
<tr>
<td>H</td>
<td>0.338</td>
<td>11.424</td>
<td>0.555</td>
<td>30.803</td>
</tr>
<tr>
<td>Am</td>
<td>0.090</td>
<td>0.801</td>
<td>0.249</td>
<td>6.200</td>
</tr>
<tr>
<td>T2</td>
<td>0.369</td>
<td>13.616</td>
<td>0.360</td>
<td>12.960</td>
</tr>
<tr>
<td>T7</td>
<td>-0.423</td>
<td>17.893</td>
<td>0.113</td>
<td>1.277</td>
</tr>
<tr>
<td>I</td>
<td>-0.092</td>
<td>0.848</td>
<td>0.127</td>
<td>1.613</td>
</tr>
<tr>
<td>E</td>
<td>0.288</td>
<td>8.294</td>
<td>0.021</td>
<td>0.043</td>
</tr>
<tr>
<td>A</td>
<td>0.388</td>
<td>15.054</td>
<td>-0.595</td>
<td>35.403</td>
</tr>
<tr>
<td>Tr</td>
<td>0.087</td>
<td>0.765</td>
<td>-0.048</td>
<td>0.235</td>
</tr>
<tr>
<td>IV</td>
<td>-0.305</td>
<td>9.303</td>
<td>0.234</td>
<td>5.476</td>
</tr>
<tr>
<td>VV</td>
<td>-0.423</td>
<td>17.893</td>
<td>-0.048</td>
<td>0.230</td>
</tr>
</tbody>
</table>

### PCA Correlation Loadings

**PCA correlation loadings removed from Am, AV, EV, T1, T4, T5 and IV**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 1</th>
<th></th>
<th>Principle component 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>[%]</td>
<td>Correlation</td>
<td>[%]</td>
</tr>
<tr>
<td>V</td>
<td>-0.625</td>
<td>39.063</td>
<td>0.155</td>
<td>2.403</td>
</tr>
<tr>
<td>H</td>
<td>-0.404</td>
<td>16.322</td>
<td>-0.029</td>
<td>0.085</td>
</tr>
<tr>
<td>Am</td>
<td>0.785</td>
<td>61.623</td>
<td>0.164</td>
<td>2.690</td>
</tr>
<tr>
<td>T2</td>
<td>0.349</td>
<td>12.180</td>
<td>0.573</td>
<td>32.833</td>
</tr>
<tr>
<td>T7</td>
<td>0.338</td>
<td>11.424</td>
<td>0.731</td>
<td>53.436</td>
</tr>
<tr>
<td>I</td>
<td>0.712</td>
<td>50.694</td>
<td>-0.226</td>
<td>5.108</td>
</tr>
<tr>
<td>E</td>
<td>0.432</td>
<td>18.662</td>
<td>-0.713</td>
<td>50.837</td>
</tr>
<tr>
<td>A</td>
<td>0.230</td>
<td>5.290</td>
<td>0.420</td>
<td>17.640</td>
</tr>
<tr>
<td>Tr</td>
<td>0.379</td>
<td>14.364</td>
<td>-0.201</td>
<td>4.040</td>
</tr>
<tr>
<td>VV</td>
<td>0.281</td>
<td>7.896</td>
<td>-0.153</td>
<td>2.341</td>
</tr>
</tbody>
</table>
## Appendix

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 4</th>
<th></th>
<th>Principle component 5</th>
<th></th>
<th>Principle component 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation [ %]</td>
<td>Correlation [ %]</td>
<td>Correlation [ %]</td>
<td>Correlation [ %]</td>
<td>Correlation [ %]</td>
</tr>
<tr>
<td>V</td>
<td>-0.494</td>
<td>24.404</td>
<td>0.103</td>
<td>1.061</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.449</td>
<td>20.160</td>
<td>0.096</td>
<td>5.429</td>
<td></td>
</tr>
<tr>
<td>Am</td>
<td>-0.013</td>
<td>0.018</td>
<td>0.126</td>
<td>0.922</td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>0.007</td>
<td>0.005</td>
<td>0.016</td>
<td>17.223</td>
<td></td>
</tr>
<tr>
<td>T7</td>
<td>-0.174</td>
<td>3.028</td>
<td>-0.428</td>
<td>18.318</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>-0.486</td>
<td>23.620</td>
<td>-0.125</td>
<td>1.563</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>-0.316</td>
<td>9.986</td>
<td>0.331</td>
<td>10.956</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.195</td>
<td>3.803</td>
<td>0.502</td>
<td>25.200</td>
<td></td>
</tr>
<tr>
<td>Tr</td>
<td>0.579</td>
<td>33.524</td>
<td>0.064</td>
<td>0.409</td>
<td></td>
</tr>
<tr>
<td>VV</td>
<td>0.560</td>
<td>31.360</td>
<td>-0.395</td>
<td>15.603</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>-0.013</td>
<td>0.016</td>
<td>-0.126</td>
<td>1.588</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.618</td>
<td>38.192</td>
<td>-0.052</td>
<td>0.266</td>
<td></td>
</tr>
<tr>
<td>Am</td>
<td>0.238</td>
<td>5.664</td>
<td>-0.029</td>
<td>0.082</td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>0.339</td>
<td>11.492</td>
<td>-0.220</td>
<td>4.840</td>
<td></td>
</tr>
<tr>
<td>T7</td>
<td>0.075</td>
<td>0.565</td>
<td>0.141</td>
<td>1.988</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>0.134</td>
<td>1.796</td>
<td>0.006</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>0.015</td>
<td>0.023</td>
<td>-0.138</td>
<td>1.904</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>-0.598</td>
<td>35.760</td>
<td>-0.091</td>
<td>0.830</td>
<td></td>
</tr>
<tr>
<td>Tr</td>
<td>-0.021</td>
<td>0.046</td>
<td>0.522</td>
<td>27.248</td>
<td></td>
</tr>
<tr>
<td>VV</td>
<td>-0.103</td>
<td>1.061</td>
<td>-0.604</td>
<td>36.482</td>
<td></td>
</tr>
</tbody>
</table>
A.4 Final correlation loadings

This section shows the PCA correlation loadings only containing variables V, H, Am, T2, T7, I, E and A.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 1</th>
<th></th>
<th>Principle component 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>-0.485</td>
<td>23.523</td>
<td>-0.239</td>
<td>5.712</td>
</tr>
<tr>
<td>H</td>
<td>-0.404</td>
<td>16.322</td>
<td>-0.159</td>
<td>2.528</td>
</tr>
<tr>
<td>Am</td>
<td>0.791</td>
<td>62.568</td>
<td>0.033</td>
<td>0.111</td>
</tr>
<tr>
<td>T2</td>
<td>0.524</td>
<td>27.458</td>
<td>-0.367</td>
<td>13.469</td>
</tr>
<tr>
<td>T7</td>
<td>0.571</td>
<td>32.604</td>
<td>-0.593</td>
<td>35.165</td>
</tr>
<tr>
<td>I</td>
<td>0.650</td>
<td>42.250</td>
<td>0.464</td>
<td>21.53</td>
</tr>
<tr>
<td>E</td>
<td>0.125</td>
<td>1.563</td>
<td>0.886</td>
<td>78.500</td>
</tr>
<tr>
<td>A</td>
<td>0.336</td>
<td>11.290</td>
<td>-0.265</td>
<td>7.023</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 3</th>
<th></th>
<th>Principle component 4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>-0.483</td>
<td>23.329</td>
<td>-0.335</td>
<td>11.223</td>
</tr>
<tr>
<td>H</td>
<td>0.596</td>
<td>35.522</td>
<td>-0.495</td>
<td>24.503</td>
</tr>
<tr>
<td>Am</td>
<td>0.276</td>
<td>7.618</td>
<td>-0.137</td>
<td>1.877</td>
</tr>
<tr>
<td>T2</td>
<td>0.249</td>
<td>6.200</td>
<td>-0.467</td>
<td>21.809</td>
</tr>
<tr>
<td>T7</td>
<td>-0.408</td>
<td>16.646</td>
<td>-0.072</td>
<td>0.522</td>
</tr>
<tr>
<td>I</td>
<td>-0.362</td>
<td>13.104</td>
<td>-0.214</td>
<td>4.580</td>
</tr>
<tr>
<td>E</td>
<td>0.089</td>
<td>0.794</td>
<td>-0.136</td>
<td>1.850</td>
</tr>
<tr>
<td>A</td>
<td>0.343</td>
<td>11.765</td>
<td>0.560</td>
<td>31.360</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Principle component 5</th>
<th></th>
<th>Principle component 6</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
<td>Correlation Loading</td>
<td>Correlation [%]</td>
</tr>
<tr>
<td>V</td>
<td>0.517</td>
<td>26.729</td>
<td>-0.012</td>
<td>0.014</td>
</tr>
<tr>
<td>H</td>
<td>-0.097</td>
<td>0.949</td>
<td>-0.449</td>
<td>20.160</td>
</tr>
<tr>
<td>Am</td>
<td>-0.186</td>
<td>3.460</td>
<td>0.145</td>
<td>2.103</td>
</tr>
<tr>
<td>T2</td>
<td>0.365</td>
<td>13.323</td>
<td>0.327</td>
<td>10.693</td>
</tr>
<tr>
<td>T7</td>
<td>-0.147</td>
<td>2.161</td>
<td>-0.254</td>
<td>6.452</td>
</tr>
<tr>
<td>I</td>
<td>0.034</td>
<td>0.117</td>
<td>-0.361</td>
<td>13.032</td>
</tr>
<tr>
<td>E</td>
<td>0.330</td>
<td>10.890</td>
<td>-0.016</td>
<td>0.024</td>
</tr>
<tr>
<td>A</td>
<td>0.556</td>
<td>30.914</td>
<td>-0.270</td>
<td>7.290</td>
</tr>
</tbody>
</table>
A.5 Total explained PCA variances

This section shows the explained variance of each principle component with respect to the original data set.

<table>
<thead>
<tr>
<th>Principle component</th>
<th>Explained variance [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>33.97</td>
</tr>
<tr>
<td>PC2</td>
<td>15.96</td>
</tr>
<tr>
<td>PC3</td>
<td>9.48</td>
</tr>
<tr>
<td>PC4</td>
<td>6.26</td>
</tr>
<tr>
<td>PC5</td>
<td>5.83</td>
</tr>
<tr>
<td>PC6</td>
<td>5.82</td>
</tr>
<tr>
<td>PC7</td>
<td>5.01</td>
</tr>
<tr>
<td>PC8</td>
<td>4.42</td>
</tr>
<tr>
<td>PC9</td>
<td>3.76</td>
</tr>
<tr>
<td>PC10</td>
<td>2.97</td>
</tr>
<tr>
<td>PC11</td>
<td>2.17</td>
</tr>
<tr>
<td>PC12</td>
<td>1.66</td>
</tr>
<tr>
<td>PC13</td>
<td>1.00</td>
</tr>
<tr>
<td>PC14</td>
<td>0.71</td>
</tr>
<tr>
<td>PC15</td>
<td>0.59</td>
</tr>
<tr>
<td>PC16</td>
<td>0.39</td>
</tr>
<tr>
<td>PC17</td>
<td>0.10</td>
</tr>
</tbody>
</table>

A.6 Z-core parameters

This section shows the z-core parameters required for preprocessing of the neural network inputs.

<table>
<thead>
<tr>
<th>Variable</th>
<th>(\bar{x})</th>
<th>(\sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>57.24</td>
<td>36.25</td>
</tr>
<tr>
<td>H</td>
<td>33.24</td>
<td>4.5</td>
</tr>
<tr>
<td>Am</td>
<td>28.15</td>
<td>8.3</td>
</tr>
<tr>
<td>T2</td>
<td>25.66</td>
<td>1.28</td>
</tr>
<tr>
<td>T7</td>
<td>28.2</td>
<td>4.8</td>
</tr>
<tr>
<td>I</td>
<td>798</td>
<td>275</td>
</tr>
<tr>
<td>E</td>
<td>41.46</td>
<td>19.6</td>
</tr>
<tr>
<td>A</td>
<td>-25.6</td>
<td>90.36</td>
</tr>
</tbody>
</table>
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A.7 Input space domain

Figures A2-A5 show the domain of the input variables. Boxplots have been chosen as method of illustration since they are a convenient way of graphically depicting groups of numerical data. Figure A1 shows how to interpret the boxplots.

![Interpretation of Box plots](image)

Figure A1: Interpretation of Box plots
Figure A2: Vehicle speed and humidity

Figure A3: Ambient temperature and In-cabin temperature
Figure A4: Dashboard temperature and sun intensity

Figure A5: Sun elevation angle and sun azimuth angle
A.8 Proposed publications

The outcome of the research has been submitted for publication in a peer reviewed journal. Two consecutive papers (Part I and Part II) have been generated. Part I addresses the experimental setup for the research and Part II summarizes the findings from the data mining and modelling process.
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Abstract: Thermal comfort is a very vague and a very subjective term, which depends on physiological and psychological variables. Thermal comfort in transient environments, like an automotive cabin, is far from understood and general accepted theories do not exist. A two part series will investigate the concept of using a blackbox approach for directly associating thermal comfort to field measurements. Part I introduces a novel comfort acquisition tool and its integration into a research vehicle. Data has been collected during spring, autumn and summer conditions in Southern Africa. The successive data mining and learning process will be discussed in Part II.
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1. INTRODUCTION

Mobility has become a substantial part in our society. Since we spend a lot of our available time on the road, we expect the automotive environment to provide similar comfort levels than residential buildings. In terms of thermal comfort this means that the automotive Heating, Ventilation and Air Conditioning (HVAC) unit has to maintain in-cabin thermal comfort irrespective of the environment and the driving situation. Thermal comfort is however a very subjective term since its perception to people has enormous variation. This makes it difficult to describe it in terms of clear defined parameters and variables. In 1970, the American Society of Heating, Refrigeration and Air-Conditioning Engineers (ASHRAE) defined thermal comfort as “That condition of mind which expresses satisfaction with the thermal environment”. This vague definition is still part of thermal comfort standards [1]. To develop and reliably validate thermal comfort models, a comprehensive database is needed which contains information about the thermal environment and its correlation to thermal comfort. Most available thermal comfort models have been developed with data acquired from paper-based questionnaires in climate chambers. Due to the transient and inhomogeneous environments in automotive passenger compartments, climate chamber tests are less expressive and real field testing is required. Due to the enormous difficulties when modeling thermal comfort, this two-part publication investigates the potential of directly learning a technical system with field data without prior thermal comfort modeling. Data is collected from measurement drives and is combined to a database. Methods of data mining are applied aiming to discover functional relationships, to remove inconsistencies and for dimensionality reduction. Elements of artificial intelligence will be used to find the correlation of environmental information to thermal comfort. The structure is shown in Figure 1.

Figure 1: Concept

This first part will discuss the experimental setup and the data acquisition procedure. Data mining and system learning will be referred to in Part II.

2. THERMAL COMFORT PRINCIPLES

In the past decades there has been much effort to model and measure thermal comfort. Research in the 1970s showed that thermal comfort is a function of physical and physiological variables. These variables are air temperature, mean radiant temperature, air velocity, humidity, metabolic rate and clothing insulation [2]. To some extent thermal comfort is an individual state of mind and cannot be explained with physical variables. It has shown to be linked to contextual variables such as local climate, occupants’ expectations, available control over the environment and the processes by which the indoor environment is controlled, perceived, experienced,
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and interacted with [3]. In general, three conditions must be fulfilled to establish overall thermal comfort [4], [5]:

- Combinations of skin and core temperatures must provide a sensation of thermal neutrality.
- The body must be in thermal equilibrium.
- No occurrence of local discomfort.

Thermal comfort theories in uniform, steady state environments are nowadays widely accepted and have been defined in standards like ISO 7730 or ASHRAE Standard 55P [1], [6]. In non-uniform and transient environments, overall body thermal sensation seems to be a complaint-driven process [7]. The strongest local sensations tend to dominate overall thermal sensation and whole body thermal sensation tends to follow the cooler local body sensations [8]. Assessment of thermal non-uniform environments is difficult due to a lack of general knowledge about the superposition and influence of multiple thermal sources [9]. Comprehensive knowledge and generally accepted theories about thermal comfort in transient, non-stationary environments are not available yet and researchers are still busy with investigations.

3. AUTOMOTIVE THERMAL COMFORT

The automobile cabin can be best classified as an inhomogeneous and transient environment [10]. Thermal comfort predictions in vehicles are very complex due to the inhomogeneity of temperatures and air distribution, high localized air velocities and many radiation sources. Some parameters are not independent from each other and their interrelationship is not known exactly, which complicates the analysis. An experimental study [11] confirms that air flow within a passenger compartment is highly asymmetric and of three-dimensional nature [11]-[13]. The ventilation flow from the HVAC unit into the passenger compartment can be affected by many properties, including location of air vents and passenger occupancy [14]. Environmental conditions have a strong influence on the vehicle cabin due to limited insulation material as well as due to a large glazing ratio [12], [13]. Unlike to buildings, the position of a vehicle is not fixed in space and parameters suffer from strong temporal and local variability. Some researchers argue that due to the enormous differences to architectural environments, existent standards and methods can hardly be applied to the automotive environment [4].

4. THERMAL COMFORT ASSESSMENT

Thermal comfort assessment methodologies can be distinguished in subjective, behavioral and objective methods [15].

4.1 Subjective Methods

Subjective methods shall quantify the subject’s response to a given environment with use of subjective evaluation scales. These scales are based on psychological continua that are relevant to the phenomenon of interest. Subjective methods are also required for the development and validation of various thermal comfort models and indices. Subjective scales can be distinguished in thermal sensation scales, thermal emotion scales, thermal preference scales, thermal acceptance scales and thermal tolerance scales [15].

Scales must be carefully identified to meet the requirements of the specific application, because the way a scale is represented or handled, may influence the results [15]. Often it is recommended to integrate more than one scale into a questionnaire in order to complement each other [18]. Scales are relatively easy to use because no special instrumentation is needed and the phenomena of interest are directly addressed. A disadvantage is that human sensation of thermal comfort can be an individual state of mind and linguistic terms and semantics of language might be interpreted differently by a panel of test subjects. Human beings vary in their thermal sensitivity, which means the ability to distinguish between different thermal states. A person with a high thermal sensitivity may therefore be able to evaluate a given climate more precisely and with more details than a thermal less sensitive subject.

4.2 Behavioral Methods

Behavioral methods quantify or represent human behavior as response to a given environment. The particular aspect of observed human behavior is assumed to be related to thermal comfort. For example an observed behavioral response to an environment might be a change in clothing or a change in seating. Advantages of behavioral methods include minimum interference with the quantity to be measured and a direct measurement of comfort/discomfort. Disadvantages can be given in terms of difficulties in establishing validity and reliability of the method. For computer based thermal comfort evaluation, the authors however consider behavioral methods as inapplicable.

4.3 Objective Methods

Objective measures aim to quantify the physical or mental condition of a person by the use of instrumentation or with measurements of thermal comfort relevant variables. An advantage of objective measures is that they are often independent from subjective methods and deliver consistent outputs for a given input. However, measurement difficulties may arise. Measured quantities might be influenced by measurement errors and might be superimposed by influences. In transient and inhomogeneous environments, localized phenomena can affect temperatures and air velocity, making it impossible to measure them accurately [15]. Since thermal comfort is a condition of mind, its correlation to physical variables might not be complete. In buildings, which are considered as stationary and homogeneous environments, it is often sufficient to evaluate the room climate at only one position. Methods and instrumentation for measuring and evaluating thermal environments are defined in ISO 7726 [16]. Due to inhomogeneity of temperature and air
velocity in the vehicle cabin, many sensors would have to be installed inside the vehicle compartment. In order for being able to use thermal comfort indices, measurement values must be accurate and according to their exact definition. Automotive industry predominantly uses the principle of equivalent temperature to assess the thermal environment inside a vehicle compartment [15]. This can be achieved with single heated sensors or with heated manikins. However, none of the methods can exactly simulate the heat exchange of a human body. Different methodologies to determine equivalent temperature may differ by even several Celsius for the same environmental conditions and the differences are known to increase with increasing non-uniformity of the environment [15].

5. SYSTEM REQUIREMENTS

Automotive measurement equipment is required to operate under a variety of environmental conditions. It must be insensitive to shocks, vibrations and it is required to continuously monitor the periphery, in order to prevent corrupt sensor recordings. In terms of thermal comfort evaluation, literature points out that questionnaires are time consuming and may put stress on the test subjects [15]. It is therefore advantageous to use computers for thermal comfort evaluation. This is especially important for automotive thermal comfort evaluation, where subjects are required to evaluate their comfort levels several times per minute, due to the overall transient conditions in the vehicle cabin. All sensor elements must therefore incorporate short response times. Data sources must be synchronized to each other in order to produce consistent data input-output mappings. The measurement equipment must be capable of communicating with the vehicle’s bus systems in order to gather thermal comfort relevant vehicle parameters. Additionally, it must be capable of modifying the HVAC control algorithms in order to provide a reliable framework for thermal comfort assessment.

6. SYSTEM DEVELOPMENT

7.1 Measurement variables

The authors emphasize the importance of being consistent with the environmental information measured at the design process of the HVAC unit and within the final product. Measurement of equivalent temperature has been found to be inappropriate for the use in automotive application. This can be justified with technical, economical and ergonomic effects. Disadvantages include weekly calibration requirements, slow sensor response and long recovery times [15]. To make the experimental setup as most as applicable for automotive application, the authors have decided only to incorporate interfacing possibilities for discrete standard sensor elements. Direct attachment of sensors to the human body may influence overall comfort. The authors have therefore decided not to attach any sensor elements at the human body and additional measurements of internal body physiological variables have been abdicated. The relevant thermal comfort variables have been adopted from [2] although it is well known that the exact functional relationship of those variables to thermal comfort is prevalently unknown in transient and inhomogeneous conditions.

Air-temperature

When measuring air temperature, special care must be taken to minimize the influence of radiation from surrounding surfaces [12]. This can be achieved with reducing the emission coefficient of the sensor’s surface, reducing the temperature gradient between air and surrounding surfaces, shielding the sensor element against radiation or using air aspirated sensors in order to increase the heat convection between surrounding air and the sensor element [16]. The authors have decided to use a fan-aspirated sensor element to measure mean in-cabin air temperature. Additionally normal unshielded temperature sensors have been installed at feet and head level.

Mean radiant temperature

Mean radiant temperature $\theta_r$ can be estimated with measurements of surface temperatures. Reference [6] proposes equation (1) for approximation.

$$\theta_r = \sum_{i=1}^{N} \theta_i \cdot F_{p_i}$$  \hspace{2cm} (1)

Where:

- $\theta_i$: Temperature of surface $i$.
- $F_{p_i}$: Angle factor between a person $p$ and surface $i$.
- $N$: Number of surfaces surrounding the occupant.

The angle factors $F_{p_i}$ normally depend on the position and orientation of the person [6]. In practice it is considered to be difficult to determine them and often only surface temperatures are measured instead. In the automotive cabin, the dashboard is the largest continuous part of plastic. Its position close to the windshield and its colour makes it especially absorbent to radiation. The authors assume that it is the largest radiation source within the vehicle compartment. It is therefore suggested to approximate mean radiant temperature with measurement of only dashboard temperature.

Air velocity

Due to the enormous non-uniformity of air distribution and the variety of possible air-flow patterns inside the vehicle cabin, the authors consider it as impossible to measure air velocity with one, or more single discrete sensors, at all comfort relevant positions. It is assumed, that air velocity $v_a$ and the air distribution inside the vehicle cabin is a function of mainly:

- Vehicle speed $v_v$,
- Air distribution flap position $f$,
- Blower load $b$.

This dependence can be mathematically expressed as...
\[ v_e = f(v, f, b). \] (2)

It is assumed that the unknown function \( f() \) in equation (2) can be approximated by the blackbox.

**Humidity**

For human heat exchange with the environment, only absolute humidity is of relevance [16]. Vapour pressure can be considered as constant within the vehicle cabin [15]. Humidity \( h \) is considered to have only a minor influence on thermal comfort and a 10% increase in humidity is equivalent to only \( \Delta T = 0.3^\circ C \) rise in air temperature [17]. At low air temperatures, thermal sensation can be even considered as independent of humidity [18]. However, humidity is a contributing factor towards indirect comfort influences like skin moisture, tactile sensation of fabrics, health and air quality. The authors therefore suggest including measurements of relative humidity for thermal comfort determination.

**Metabolic rate**

ISO 8996 provides measurement methodologies for human metabolic rate [19]. These methods are extensive and are hardly applicable to the automotive environment. In case of vehicular application, it is assumed that human internal activity \( M \) is predominantly linked to the driving or traffic situation and can be expressed as:

\[ M = f(T, v, \sigma_v) \] (3)

with

- \( T \): An empirical function quantifying the traffic load,
- \( v \): Vehicle speed,
- \( \sigma_v \): Standard deviation of vehicle speed.

According to the authors research, a good indicator for the traffic situation is the number of alternating changes in gas and brake pedal for a given observation interval. The empirical function \( T \), can therefore be expressed as:

\[ T(n) = \sum_{k=1}^{n} T(n - k) \] (4)

\[ T(n - k) = 0 \text{ for } (n - k) < 0 \]

with:

- \( T(n) \): Number of brake gas pedal changes for period \( n \),
- \( N \): Total observation interval.

Equation (4) determines the number of subsequent alternations of gas and brake pedal and therefore indicates the traffic situation. It is assumed that stop-and-go situations put more stress on the driver than driving on a highway with constant speed.

**Clothing insulation**

Measurement of clothing insulation is extremely difficult and is commonly done with heated manikins [20]. In this research, it is assumed that subjects have consistent clothing habits while driving a car. It is considered as implausible, that a person chooses different clothing insulations for thermally identical environments. However, it must be considered that basic clothing insulation may vary during the year.

**Solar load**

Solar load has significant influence on thermal comfort in a vehicle compartment. It is estimated, that 50% of the HVAC unit’s cooling load in recirculation mode is due to solar heat gain [21]. Sun radiation may project complex patterns on the human body which require local cooling [22]. It is therefore suggested to use a novel three-dimensional solar sensor which is capable of determining the azimuth angle \( \theta \), the elevation angle \( \varphi \) as well as the solar intensity \( l \). This is illustrated in Figure 2.

![Figure 2: Solar angle definitions](image)

7.2 **Automotive testing procedures**

Established test procedures for automotive HVAC units can be divided into three categories [10]:

- Transient conditions,
- Short-transient conditions,
- Stationary conditions.

Transient conditions refer to heating up and cooling down of the passenger compartment under extreme environmental conditions. An example may be a cooling down process of a passenger vehicle, which has been previously soaking in the sun. Short-transient testing conditions aim to simulate small variations of interior and exterior climate. An example may be a change in cabin set-temperature, ambient temperature, vehicle speed or sun load. Short-transient conditions consolidate the overwhelming majority of conditions in every-day driving situations. Stationary conditions rarely occur in automobiles. Steady-state conditions may be present in a truck cabin during the sleeping period of the driver [10]. The measurement equipment must be able to distinguish between all these conditions, in order for being able to draw the correct conclusions concerning thermal comfort.

7.3 **Experimental setup**

Sensor elements have been installed in a research vehicle. The sensor positions are shown in Figure 3. Temperature measurement locations are indicated by \( \theta \), humidity by \( h \) and the solar properties by \( l \), \( \varphi \) and \( \varphi \).
7.4 Sampling rate

Choosing an appropriate sampling time \( t_s \) is of great importance for thermal comfort assessment. If the sampling rate is chosen too low, transient conditions will not be detected. This may result in a loss of valuable information. On the other hand, if the sampling rate is chosen too high, a hypersensitivity to transients and distortions may occur. This can influence system stability and may result in an overload of data. Literature reveals different sampling rates for similar concepts. Reference [23] analyses the airflow in a vehicle compartment with 72 temperature sensors and chooses a sampling rate of 0.2 Hz. Similar research has been conducted by [24], which selects a sampling rate of 0.1 Hz. This is confirmed by [15] who recommends \( t_s = 10s \) for heating up and cooling down measurements in a vehicle cabin. To determine an optimal sampling rate for thermal comfort evaluation, experiments in a car have been conducted. Sampling rate should be as low as possible, but high enough for being able to detect the most transient source influencing thermal comfort. This most transient source was determined to be the sun. Subjects were placed in a pre-conditioned vehicle, which has been initially parked in the shadow. It was taken care that the subjects felt comfortable inside the car before the test started. Thereafter, the vehicle was directly exposed to sun radiation with an intensity of \( 1 \text{,}000 \text{ W/m}^2 \). It was ensured, that some body parts were directly exposed to sun radiation. The subjects were asked to report any occurrence of discomfort immediately and that time was measured. It was paid attention, that during the tests similar body parts were radiated and the subjects wore similar clothing. The subjects reported discomfort after periods ranging from \( 5s < t < 15s \). The differences in response times can be explained with individual differences of thermal sensitivity. According to these results the mean sampling time has been averaged as \( t_s = 10s \).

7.5 Human thermal comfort evaluation

The transient environment in an automobile requires frequent periodical thermal comfort evaluation. These intervals are equivalent to the sampling rate, meaning that subjects are required to evaluate their environment every ten seconds. This would probably overstrain the subjects. Secondly from a driver's point of view, it is considered to be irresponsible and impractical to demand filling questionnaires with a frequency of 0.1 Hz during road testing. It is therefore required to develop an evaluation system which can be used intuitively during driving without reducing the driver's ability to focus on traffic situations. As a rule of thumb, evaluation scales should be as detailed as necessary but as simple as possible. Both effects are of opposite nature and a trade-off must be found. Too detailed evaluation scales might exceed the subject's thermal sensitivity and might result in inconsistent data. The authors have decided to implement two methodologies to evaluate the thermal environment in an automobile:

- Direct electronic thermal comfort evaluation using a thermal preference scale in combination with a draught preference scale.
- Indirect evaluation of thermal comfort using the HVAC controller's setup parameters.

The second approach avoids direct thermal comfort evaluation and assumes that the occupant interacts with the HVAC controls in such a way, that thermal comfort will always be maintained inside the vehicle cabin. According to the magnitude of change, it is possible to estimate the degree of comfort or discomfort.
### 7.6 Hardware design

A 16-bit HCS12 MCU was used as computing unit for the thermal comfort acquisition system. The experimental setup incorporates:

- One fan aspirated sensor element for measurement of in-cabin air temperature,
- Two I2C channels, each capable of connecting up to 16 digital DS1631 thermostats,
- A Klinabus-interface for the three-dimensional ISOS solar sensor,
- An interface for the HHI-4000 humidity sensor,
- A connection to the Climate ECU for tabbing analogue signals like temperature knob and air distribution flap position,
- A HMI consisting of a 248x128 dot matrix display and two 4-way joysticks for thermal comfort and draught evaluation,
- A high-speed Controller Area Network (CAN) connection to the vehicle’s powertrain bus, in order to obtain vehicle parameters,
- A low-speed CAN connection to the vehicle’s comfort CAN to connecting to the HVAC ECU in order to set up control parameters.

A simplified block diagram is shown in Figure 4.

![System structure](image)

**Figure 4: System structure**

All sensor sources are being synchronized and are sent to a PC via CAN link and will be stored on a laptop PC. Vector CANoe® is used as data acquisition tool. The comfort acquisition unit is controlled by an eight bit ECU which allows for in-system programming and customization. Figure 4 shows the visual interface.

Label 2 in Figure 4 displays the solar information as well as its statistical properties. Label 3 shows the temperature measurements. Label 4 displays vehicle parameters and label 5 shows the flap position and the blower level.

![LCM](image)

**Figure 5: LCD**

Label 1 and label 6 refer to comfort and draught evaluation for driver and front passenger. The coding of the scales is shown in Figure 6.

![Comfort and draught scale](image)

**Figure 6: Comfort and draught scale**

Thermal comfort and draught preference for driver and front passenger can be setup with joysticks which have been incorporated into the vehicle’s control panel. This is shown in Figure 7.

![HMI](image)

**Figure 7: HMI**

### 7.7 Software structure

Figure 8 shows the software structure of the main program.

![Software main loop](image)

**Figure 8: Software main loop**
The main software loop consists of five parallel concurrent tasks. The authors have decided to use a manual HVAC unit in order to prevent complications regarding human thermal comfort assessment and HVAC control adjustments. Although manual HVAC units are not able to autonomously control the interior cabin climate, they still influence it indirectly due to control of cooling parameters. Because of permanent changes in environmental conditions and driving situations, the required cooling load is adjusted continuously. This mainly affects the set-up value of the evaporator temperature. However, this research requires a constant evaporator temperature, irrespective of the mode of operation and irrespective of changing environmental conditions. The HVAC control unit must therefore be limited in its functionality and scope of operation. This is achieved by periodically accessing its firmware and forcing it into a special engineering operating mode during testing, which allows for individual set-up of various control parameters. Since this process is essential in terms of providing consistent measurement conditions, it was assigned with the highest priority. It can therefore not be interrupted by any process, but can interrupt all other processes. In order to prevent corrupt data acquisition due to failure of previously recognized peripheral hard-ware, this must be monitored periodically. This is done with a frequency of 10Hz. Any detected failure will result in an immediate stop of data acquisition and will produce an error message on the LCD, in combination with an acoustic alarm signal. The HMI is sampled with a frequency of 10Hz in order to ensure immediate response to any user input. Comfort and draught sensations cannot be evaluated simultaneously and must therefore be done sequentially. If software detects a change in any direction of driver and passenger joystick, the appropriate CAN message is temporarily deactivated from the CAN map. This prevents sampling of comfort and draught values in between or during user inputs. The corresponding CAN message is activated again shortly after user interaction. This is done when no joystick change is detected for at least two seconds. This time span is optically displayed with two blue LEDs on the LCD, for driver and front passenger respectively. This methodology additionally allows for easy correction of accidentally wrong entered data.

Information of all sensors and the CAN parameters are read and synchronized every 300ms and are stored in internal memory. Data is being statistically processed every ten seconds. For each continuous variable, the mean and coefficient of variation is determined. Discrete variables are processed considering their cumulative sums. Solar information is transformed to spherical coordinates and for each measurement interval the resultant solar parameters are calculated.

7. CONCLUSIONS

Thermal comfort assessment in the automotive environment is considered to be difficult due to the transient and inhomogeneous environment. This paper has introduced a novel thermal comfort acquisition interface which has been used to create a database, which contains mappings of environmental parameters and corresponding HVAC control output. The thermal comfort evaluation system takes into account various environmental parameters, vehicle information, as well as data from a three-dimensional solar sensor. Thermal comfort evaluation for driver and front passenger, as well as draught level evaluation, can be done via two separate four-way joysticks. Dependent on the application, thermal comfort can alternatively be estimated with knowledge of the user's interaction with the HVAC ECU. Data acquisition has been conducted in moderate to hot environments during spring, autumn and summer conditions in Southern Africa, over a total distance of 20,000 km.
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Abstract: Thermal comfort is a very vague and a very subjective term, which depends on
physiological and psychological variables. Thermal comfort in transient environments, like an
automotive cabin, is far from understood and general accepted theories do not exist. A two part series
will investigate the concept of using a blackbox approach for directly associating thermal comfort to
field measurements. Part I introduces a novel thermal comfort acquisition system, which allows for
electronic thermal comfort acquisition as well as determination of HVAC parameter set-up. Part II
immediately follows Part I and deals with the data mining and modelling process. Artificial
intelligence is used to predict blower level, air blend position and in-cabin temperature. The results
are promising and it is concluded that methods of artificial intelligence can be used as a powerful tool
during the development process of vehicle HVAC ECUs and have great potential for time and cost
reduction.

Keywords: Automotive Thermal Comfort, Neural Networks

1. INTRODUCTION

This two-part publication investigates the potential of directly learning a technical system from field thermal
comfort measurements. A comprehensive database containing environmental information and thermal
comfort correlations has been collected through measurements in a real vehicle for moderate to hot
environments in Southern Africa, over a total distance of 20,000km. The experimental setup has been described
in the first part of this publication. Part II deals with methods of data mining and the modelling process. Data
mining is used to discover functional relationships within the database, to remove inconsistencies and to reduce the
dimensionality of the input domain. Methods of artificial intelligence are used to implement a learning machine,
capable of autonomously learning input-output mappings. The structure is shown in Figure 1 again.

Figure 1: Concept

2. THERMAL COMFORT MODELS

Thermal comfort modeling basically started in the 1960s
mainly for the use in military and aerospace application.
As a consequence, codes of thermal comfort models
have been developed and published in the past decades
and an overview is extremely in transparent. The most
valuable and best understood thermal comfort model has
been developed by P.O. Fanger in 1970 and is called
Predicted Mean Vote (PMV). This model is based on the
promise that thermal comfort is present at body thermal
equilibrium and assumes skin temperatures being in
narrow limits [1]. The PMV model is eligible for uniform
and steady state environments and is still the state of art
current thermal comfort standards. However, due to the
transient and inhomogeneous conditions in a vehicle
compartment, its use in automotive applications is not
recommended [2]. Automotive industry predominantly
uses thermal comfort models in the development process
of automotive HVAC units in order to reduce costs
arising from vehicle test involving subjects. An up to date
overview of thermal comfort models in automotive
environment is given in [3], [4]. Generally thermal
comfort models aim to simulate human’s internal
physiological and psychological response. This is an error
prone process since human’s internal system behavior is
not fully understood yet. The authors propose a different
approach and assume that thermal comfort is dependent of
some measurable environmental variables and is linked to
thermal comfort through an unknown function in some
statistical sense. In other words, the issue can also be
addressed as an approximation problem in a
multidimensional feature space. Artificial intelligence is
predominantly used in fields of research, where it is difficult to obtain mathematical knowledge about a process or when knowledge is even unavailable. Many approaches using methods of artificial intelligence have been proposed in literature with respect to thermal comfort. On the one hand this may be justified with the fuzzy definition of thermal comfort and on the other hand due to the enormous difficulties in measuring and assessing thermal comfort. A lot of effort has been done in approximating Fanger’s PMV model using fuzzy logic and neural networks e.g. in [5]-[9]. However, little research is so far available about learning an intelligent structure with direct mappings of environmental field data and HVAC parameter outputs.

3. DATA MINING

Data mining has emerged during the 1980s and is considered as an ensemble of tools and methods for knowledge extraction from large amounts of data. Data mining is a multidisciplinary field including database technology, artificial intelligence, machine learning, statistics, pattern recognition, knowledge-based systems, knowledge acquisition, information retrieval, high-performance computing and data visualization [10]. Measurement equipment has been installed at characteristic locations within the vehicle cabin. Data from test drives have been conducted over a distance of 20,000 km in Southern Africa during spring, summer and autumn at moderate to hot environmental conditions. The experimental setup has been described in Part I.

2.1 Data pre-processing

Real world data tend to be incomplete, noisy and inconsistent. In this paper, data cleaning refers to smoothing out of noise, removal of disturbances and inconsistencies. The authors’ research only considers steady state and short transient conditions. Transient measurement vectors have been deleted upfront. Latter ones may occur during the initial heating up or cooling down phase of a vehicle. Human beings are fuzzy in their decision space. When measuring human response for a given thermal environment, inconsistencies may occur. However, from a technical point of view, a unique mapping of input and output vector is essential for a successful learning strategy. Given two sets X and Y, this requirement can be written with equation (1):

\[ R \subseteq X \times Y, \forall x \in X, \forall y_1, y_2 \in Y, \]
\[(x, y_1, y_2) \in R \Rightarrow y_1 = y_2. \] (1)

Determination of solar parameters implies sensor exposure to direct sun light. The authors discovered that in terms of measurement of solar angles, diffuse radiation cannot be handled by the available solar sensor. Research has however shown that the sun intensity I can be used as a first approximation to distinguish between reliable and erroneous solar angular information. However, this correlation might not be complete, because there may also be diffuse radiation with high radiation levels. According to the authors’ investigations, sun radiation level I < 300 W/m² seemed to be appropriate as lower boundary and has only little influence on human’s thermal comfort sensation. In these cases, knowledge of the exact sun position is not necessary, which however results in missing values for the solar angles. Similar situations might occur when re-transformation from Spherical to Cartesian coordinates is undefined. This is especially true when the sun is in zenith relative to the vehicle. There are various methods available to handle missing data [10]. In terms of this research, it seems to be straightforward to output an error constant when solar angles can’t be measured or converted. Rounding and summarizing equivalent samples can be considered as a technique for data reduction. A high resolution of sensory information is not needed for thermal comfort research. The variable’s accuracy was therefore reduced to:

- Temperatures: \( \Delta T = \pm 0.5 ^\circ \text{C} \)
- Vehicle speed: \( \Delta V = \pm 10 \text{ km/h} \)
- Sun Intensity: \( \Delta I = \pm 100 \text{ W/m²} \)
- Solar Angles: \( \Delta \theta = \pm 10^\circ \)
- Humidity: \( \Delta h = \pm 5 \% \text{ RH} \)
- Variances: \( \Delta \sigma = \pm 10 \% \)

2.2 Feature selection

Pareto’s principles states that only 20% of the data accounts for 80% of the information. An appropriate method for feature selection and for discovering functional relationships is correlation analysis. With large data sets the number of available data pairs increases dramatically, which makes an overview extremely transparent. Especially for large data sets, it is therefore often desirable to have a method that transforms variables into a new feature space, in order to facilitate visualization of their properties. Such a methodology is principle component analysis (PCA). PCA is a statistical technique of multivariate data analysis, which is often used for data visualization and dimensionality reduction. It is also known as Karhunen-Loève transform or Hotelling transform [11], [12]. PCA is based on the assumption that salient information in a given feature space lies in those features which have the largest variance. PCA aims to linearly transform the original data matrix X into a new data matrix Y. Given a matrix X with \( X \in \mathbb{R}^{m \times n} \), this rotational operation can be defined as

\[ Y = PX, \]

where P is an orthonormal matrix, which maximizes the variance of Y and minimizes its co-variance. PCA has been applied to the data set using the software packages Mathworks Matlab® and CAMO Unscrambler®. Table 1 shows the explained percentage of variance for each principle component (PC).
It is apparent that the data set contains high redundancy. The first ten PCs already account for 93.4% of the data set’s total variance. PC11 to PC17 only explain 6.6% of the remaining variance and can be therefore considered as noise. Figure 2 shows the corresponding Scree plot.

There is one distinctive „elbow” between PC3 and PC4. A second „elbow”, with a less gradient occurs between PC6 and PC7. The scree criterion would therefore suggest keeping three or four factors [15]. The eigenvalues for PC4 and PC5 are 1.063 and 0.988 respectively. According to the Kaiser-Guttman criterion, only PC1 to PC4 would be relevant. Table 1 shows that the first three components accounts for about 59.3% of the dataset’s variance. If PC4 is added, 65.6% variance can be explained. Considering the second „elbow” in Figure 2, six components should be retained, accounting for a total explained variance of 77.2%. This interpretation is fairly confirmed by Cattel’s straight line approximation. The authors therefore recommend considering six PCs for further processing.

Table 2 shows the PCA variable loadings of the first six PCs.

The correlation loadings for $\phi$ and $\alpha$ on PC1 to PC6 suggest that these variables are very similar. The correlation-loadings also suggest that variables $\sigma$ and $\alpha$ are highly negatively correlated to $I$ and $\psi$. Correlation loadings for variables $\sigma$, $\alpha$, and $I$ are in opposite direction with exception of PC4. However, the influence of PC4 is not significant, since it only contributes 0.3% towards $I$, 0.01% towards $\sigma$, and 0.77% towards $\alpha$. A score plot shows that samples with higher than average values for $\sigma$ and $\alpha$ and lower than average values for $I$ are linearly separable from the rest of the data cloud. The researchers assume that these samples contain diffuse solar radiation levels. These variables contain redundant information and variables $\sigma$ and $\alpha$ can be removed from the data set. Table 4 shows the correlation loadings for a PCA recalculated without the influence of variables $\sigma$, $\alpha$, and $I$. It is apparent that the variables $\phi$, $\alpha$, and $\beta$ share similar variance with PC1 (72.2%, 62.1%, 86.7%) but only moderately differ on PC2 (0.0%, 14.0%, 2.6%). The researchers assume that they are similar in effect. However, the correlation loadings only indicate some rough similarity but no clear redundancy.

Table 1: Explained variances

<table>
<thead>
<tr>
<th>Principle component</th>
<th>Explained variance [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>33.9</td>
</tr>
<tr>
<td>PC2</td>
<td>29.9</td>
</tr>
<tr>
<td>PC3</td>
<td>57.3</td>
</tr>
<tr>
<td>PC4</td>
<td>65.6</td>
</tr>
<tr>
<td>PC5</td>
<td>74.1</td>
</tr>
<tr>
<td>PC6</td>
<td>77.2</td>
</tr>
<tr>
<td>PC7</td>
<td>82.2</td>
</tr>
<tr>
<td>PC8</td>
<td>86.7</td>
</tr>
<tr>
<td>PC9</td>
<td>90.4</td>
</tr>
<tr>
<td>PC10</td>
<td>93.4</td>
</tr>
<tr>
<td>PC11</td>
<td>95.5</td>
</tr>
<tr>
<td>PC12</td>
<td>97.2</td>
</tr>
<tr>
<td>PC13</td>
<td>98.2</td>
</tr>
<tr>
<td>PC14</td>
<td>98.9</td>
</tr>
<tr>
<td>PC15</td>
<td>99.5</td>
</tr>
<tr>
<td>PC16</td>
<td>99.9</td>
</tr>
<tr>
<td>PC17</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 2: PCA correlation loadings for all variables

<table>
<thead>
<tr>
<th>Principle component</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>-0.85</td>
<td>0.26</td>
<td>0.07</td>
<td>0.22</td>
<td>0.03</td>
<td>0.10</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.49</td>
<td>-0.16</td>
<td>-0.62</td>
<td>0.13</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.38</td>
<td>0.12</td>
<td>0.28</td>
<td>0.64</td>
<td>-0.32</td>
<td>0.01</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.85</td>
<td>0.27</td>
<td>0.08</td>
<td>0.22</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.84</td>
<td>0.20</td>
<td>0.02</td>
<td>0.11</td>
<td>-0.09</td>
<td>0.65</td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.30</td>
<td>0.52</td>
<td>-0.18</td>
<td>0.29</td>
<td>-0.03</td>
<td>0.35</td>
</tr>
<tr>
<td>$\theta$</td>
<td>-0.70</td>
<td>0.51</td>
<td>-0.07</td>
<td>0.19</td>
<td>-0.02</td>
<td>0.12</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>-0.86</td>
<td>0.38</td>
<td>-0.02</td>
<td>-0.05</td>
<td>0.05</td>
<td>-0.02</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>-0.39</td>
<td>0.50</td>
<td>-0.46</td>
<td>-0.17</td>
<td>0.03</td>
<td>-0.42</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>-0.57</td>
<td>-0.41</td>
<td>-0.20</td>
<td>-0.06</td>
<td>-0.10</td>
<td>-0.69</td>
</tr>
<tr>
<td>$\theta_4$</td>
<td>-0.44</td>
<td>-0.74</td>
<td>0.15</td>
<td>0.10</td>
<td>0.03</td>
<td>0.34</td>
</tr>
<tr>
<td>$\theta_5$</td>
<td>-0.12</td>
<td>0.39</td>
<td>0.04</td>
<td>-0.47</td>
<td>0.14</td>
<td>0.62</td>
</tr>
<tr>
<td>$\theta_6$</td>
<td>-0.22</td>
<td>0.07</td>
<td>0.66</td>
<td>-0.12</td>
<td>-0.11</td>
<td>0.94</td>
</tr>
<tr>
<td>$\theta_7$</td>
<td>0.15</td>
<td>-0.09</td>
<td>0.12</td>
<td>0.31</td>
<td>0.99</td>
<td>-0.06</td>
</tr>
<tr>
<td>$\theta_8$</td>
<td>0.74</td>
<td>0.58</td>
<td>0.07</td>
<td>-0.01</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>$\theta_9$</td>
<td>0.60</td>
<td>0.60</td>
<td>0.15</td>
<td>-0.09</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$\theta_{10}$</td>
<td>-0.14</td>
<td>0.08</td>
<td>0.59</td>
<td>-0.17</td>
<td>0.09</td>
<td>-0.37</td>
</tr>
</tbody>
</table>

The meaning of the variables is given in Table 3.

Table 3: Variable meanings

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>Filtered ambient temperature</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Vehicle speed</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Relative humidity</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Ambient temperature</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Air outlet temperature</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>In-cabin air temperature</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>Driver head temperature</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>Cabin roof temperature</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>Dashboard temperature</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Sun intensity</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Sun azimuth angle</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Sun elevation angle</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Empirical traffic function</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>Standard deviation of sun intensity</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>Standard deviation of sun azimuth angle</td>
</tr>
<tr>
<td>$\sigma_3$</td>
<td>Standard deviation of sun azimuth angle</td>
</tr>
<tr>
<td>$\sigma_4$</td>
<td>Standard deviation of vehicle speed</td>
</tr>
</tbody>
</table>

The correlation loadings for $\theta_1$ and $\theta_2$ on PC1 to PC6 suggest that these variables are very similar. The correlation-loadings also suggest that variables $\sigma_1$, $\sigma_2$, and $\sigma_3$ are highly negatively correlated to $I$ and $\psi$. Correlation loadings for variables $\sigma_1$, $\sigma_2$, and $\sigma_3$ are in opposite direction with exception of PC4. However, the influence of PC4 is not significant, since it only contributes 0.3% towards $I$, 0.01% towards $\sigma_1$, and 0.77% towards $\sigma_2$. A score plot shows that samples with higher than average values for $\sigma_1$, $\sigma_2$, and $\sigma_3$ and lower than average values for $I$ are linearly separable from the rest of the data cloud. The researchers assume that these samples contain diffuse solar radiation levels. These variables contain redundant information and variables $\sigma_1$ and $\sigma_2$ can be removed from the data set. Table 4 shows the correlation loadings for a PCA recalculated without the influence of variables $\sigma_1$, $\sigma_2$, and $\sigma_3$. It is apparent that the variables $\phi$, $\sigma_1$, and $\beta_3$ share similar variance with PC1 (72.2%, 62.1%, 86.7%) but only moderately differ on PC2 (0.0%, 14.0%, 2.6%). The researchers assume that they are similar in effect. However, the correlation loadings only indicate some rough similarity but no clear redundancy.
Table 4: PCA correlation loadings removed from $\theta_c$, $\theta_r$, $v$

<table>
<thead>
<tr>
<th>Principle component</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>-0.54</td>
<td>-0.15</td>
<td>-0.58</td>
<td>0.06</td>
<td>0.05</td>
<td>-0.11</td>
</tr>
<tr>
<td>$b$</td>
<td>0.39</td>
<td>-0.20</td>
<td>0.39</td>
<td>0.41</td>
<td>-0.40</td>
<td>-0.31</td>
</tr>
<tr>
<td>$\theta_c$</td>
<td>-0.85</td>
<td>-0.01</td>
<td>0.05</td>
<td>0.15</td>
<td>-0.04</td>
<td>-0.16</td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>0.78</td>
<td>-0.40</td>
<td>0.18</td>
<td>0.00</td>
<td>-0.04</td>
<td>-0.10</td>
</tr>
<tr>
<td>$\theta$</td>
<td>-0.39</td>
<td>-0.52</td>
<td>-0.02</td>
<td>0.13</td>
<td>0.02</td>
<td>-0.52</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>-0.79</td>
<td>-0.37</td>
<td>0.04</td>
<td>0.25</td>
<td>-0.08</td>
<td>-0.02</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>-0.93</td>
<td>-0.16</td>
<td>0.01</td>
<td>0.03</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>-0.50</td>
<td>-0.58</td>
<td>-0.28</td>
<td>0.05</td>
<td>0.01</td>
<td>0.39</td>
</tr>
<tr>
<td>$\theta_4$</td>
<td>-0.66</td>
<td>0.46</td>
<td>-0.33</td>
<td>0.04</td>
<td>-0.13</td>
<td>0.02</td>
</tr>
<tr>
<td>$\theta_5$</td>
<td>-0.27</td>
<td>0.80</td>
<td>-0.08</td>
<td>0.03</td>
<td>0.04</td>
<td>-0.39</td>
</tr>
<tr>
<td>$\theta_6$</td>
<td>-0.21</td>
<td>-0.33</td>
<td>0.13</td>
<td>-0.63</td>
<td>0.44</td>
<td>-0.33</td>
</tr>
<tr>
<td>$\theta_7$</td>
<td>-0.25</td>
<td>0.15</td>
<td>0.65</td>
<td>-0.12</td>
<td>-0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>$\theta_8$</td>
<td>0.17</td>
<td>0.09</td>
<td>0.10</td>
<td>0.58</td>
<td>0.77</td>
<td>0.00</td>
</tr>
<tr>
<td>$\theta_9$</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.61</td>
<td>0.01</td>
<td>0.09</td>
<td>0.39</td>
</tr>
</tbody>
</table>

In Figure 3, the variables $\theta_c$, $\theta_r$, and $\theta$ are plotted in dependence of all samples. It is obvious, that $\theta_c$ and $\theta_r$ fairly share the same tendency and follow the course of $\theta$.

![Figure 3](image)

$\theta$ and $\theta_r$ specify the temperature at head and roof level. The head area is especially sensitive to climatic extremities. The clear influence of $\theta_c$ towards $\theta_r$ and $\theta$ is an amazing insight, which suggests that thermal comfort perception inside the vehicle cabin is considerably influenced by the ambient temperature, even if the cabin interior is air-conditioned and decoupled from the exterior environment. In this context, it shall be mentioned, that temperature sensors $\theta_c$ and $\theta_r$ have not been shielded against radiation. The research vehicle’s black colour might have intensified radiation effect. However, it is apparent, that this dependency is not linear. Figure 3 suggests that there seems to be a saturation effect in $\theta_c$ and $\theta_r$ towards lower and higher values of $\theta$. This is indicated by the dashed lines. These non-linear saturation effects may limit the expressiveness of the bivariate correlation coefficient and the PCA results and might also be the reason why $\theta_c$, $\theta_r$, and $\theta$ share most of their common variance on PC1, but distinguish on PC2. For this research, linear correlation is not a necessary requirement. Methods of artificial intelligence are capable of theoretically realizing any non-linear mapping. Therefore, $\theta_c$ and $\theta_r$ can be considered to be redundant to $\theta$ and can be removed from the dataset. Most of the data acquisition was done on sunny days with low values for $\theta_c$. The available database does not contain the necessary number of samples allowing for statistical expressiveness of $\theta_c$. The variable $\theta_c$ is therefore not covered by the further course of investigations and further data acquisition, especially on cloudy days, is considered as advantageous.

Table 4 reveals that 76.7% of $\theta$’s variance is explained by PC1 and PC2. The authors assume that $\theta$ might be highly negatively correlated to $\theta_r$. However, $\theta_r$ is not correlated to PC2, while PC2 adds additional 16% variance towards $\theta$.

Figure 4 shows a scatter plot of $\theta_c$ and $\theta_r$. For $\theta_c<$36°C, $\theta_r$ and $\theta$ are fairly negatively linearly correlated. This is indicated by the red line on the left-hand side of the plot. For $\theta_c>$36°C, $\theta_r$ seems to be fairly positively linearly correlated to ambient temperatures.

![Figure 4](image)

An explanation of this effect might be that for increasing ambient temperatures the required cooling load must increase, in order to maintain in-cabin comfort levels. This means, that the air outlet temperature must decrease. At a certain point, when the available cooling power is exhausted, or the maximum setup point of the HVAC unit has been reached, a further increase in ambient temperature forces the outlet temperature to rise as well. With a reasonable degree of accuracy, $\theta$ can therefore be removed from the dataset, because its information can be described with variable $\theta_c$. Table 5 shows the correlation loadings of the data set removed by the influence of variables $\theta_c$, $\theta_r$, $\theta$, and $\theta$

Table 5: PCA correlation loadings removed from $\theta_c$, $\theta_r$, and $\theta$

<table>
<thead>
<tr>
<th>Principle components</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>-0.63</td>
<td>0.16</td>
<td>-0.49</td>
<td>0.10</td>
<td>0.01</td>
<td>-0.13</td>
</tr>
<tr>
<td>$b$</td>
<td>-0.40</td>
<td>-0.03</td>
<td>0.45</td>
<td>0.23</td>
<td>0.62</td>
<td>-0.05</td>
</tr>
<tr>
<td>$\theta_c$</td>
<td>0.79</td>
<td>0.16</td>
<td>-0.04</td>
<td>0.10</td>
<td>0.24</td>
<td>-0.03</td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>0.35</td>
<td>0.57</td>
<td>-0.01</td>
<td>0.42</td>
<td>0.34</td>
<td>-0.22</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>0.34</td>
<td>0.73</td>
<td>-0.17</td>
<td>-0.43</td>
<td>0.08</td>
<td>0.14</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>0.71</td>
<td>-0.23</td>
<td>-0.49</td>
<td>-0.13</td>
<td>0.13</td>
<td>0.01</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>0.43</td>
<td>-0.71</td>
<td>-0.32</td>
<td>0.33</td>
<td>0.02</td>
<td>-0.14</td>
</tr>
<tr>
<td>$\theta_4$</td>
<td>0.23</td>
<td>0.42</td>
<td>0.20</td>
<td>0.50</td>
<td>-0.60</td>
<td>-0.09</td>
</tr>
<tr>
<td>$\theta_5$</td>
<td>0.38</td>
<td>-0.20</td>
<td>0.58</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.52</td>
</tr>
<tr>
<td>$\theta_6$</td>
<td>0.28</td>
<td>-0.15</td>
<td>0.56</td>
<td>-0.40</td>
<td>-0.30</td>
<td>-0.60</td>
</tr>
</tbody>
</table>

Vehicle speed is largely explained by PC1 (39.1%) and PC3 (24.4%). The remaining loadings are insignificant. The first three components explain 41.59% of $\theta_c$’s and 51.9% of $T$’s total variance. It is apparent, that on the first three factors, $v$ is in opposite direction of $\theta_c$ and $T$. For a first approximation, the author therefore suggests omitting the variables $T$ and $\theta_c$ from the dataset, since a large proportion of their common variance is negatively correlated. There is a logical explanation for these findings. When the vehicle speed is high, the vehicle is most probably driving on a highway. Changes in vehicle speed and variations of gas and brake pedal activity...
probably occur less frequent. At low vehicle speed, the vehicle is most likely driving under urban traffic conditions. Therefore, changes in speed, due to acceleration and deceleration, may occur more frequently. Differences on higher factors can be explained with the memory effect of variable T.

4. MODELLING

The environmental climate inside the vehicle cabin is mainly controlled by the blower level, flap position and the temperature setup. The available data base for this research has been collected from test drives. Assumptions of linear parametric dependency and any predefined underlying probability distribution, can therefore not be guaranteed. The authors have identified non-linear and non-parametric models as suitable implementation. Due to a lack of knowledge about the process itself, a black-box approach has been chosen and an exemplary implementation using like artificial neural networks (ANN) is shown.

3.1 Artificial neural networks

Artificial neural networks consist of many single processing units which are typically arranged in layers. These processing units are called neurons. The schematic of a neuron is shown in Figure 5.

![Figure 5: Neural processing unit](image)

Each neuron is capable of processing an input vector \( x \in \mathbb{R}^n \) and outputs a scalar \( y \). The weight vector \( w \in \mathbb{R}^n \) shall thereby imitate biological synapses in ANNs, which determine the influence of each \( x_i \) on the neuron's output \( y \). The weighted summation of the input vector \( x \) is called 'net' and can be mathematically expressed as

\[
\text{net} = w^T x + \theta = \sum_{i=1}^{n} w_i x_i + \theta. \tag{3}
\]

The input signal \( \theta \) is a constant, which is often referred to as bias term. Sometimes it is not mentioned explicitly and is incorporated into the input vector \( x \). The scalar output signal \( y \) can then be expressed as

\[
y = f(\text{net}) = f \left( \sum_{i=1}^{n} w_i x_i + \theta \right). \tag{4}
\]

The function \( f(\cdot) \) is called activation or transfer function. The activation function can be theoretically any linear or non-linear function. However, in practice often non-linear sigmoid or logistic functions are used due to their mathematical properties like monotonicity, continuity and differentiability. Latter property is required for effective learning algorithms. A sigmoid transfer function, which is also used in this research, is given in equation (5).

\[
f(x) = \frac{1}{1 + e^{-x}} \tag{5}
\]

3.2 Network design

When designing a neural network, the engineer has to identify a suitable network structure. Today the amount of possible ANNs is enormous, including highly specific network structures. Today, there are about 50 types of networks available [14]. However, modelling will be limited to FNNs, since they are common for pattern analysis problems. The three most important design parameters are sample size, number of hidden layers and number of hidden layer neurons. The generalization capability of a neural network predominantly depends on three properties [15]:

- Size of the training set and its expressiveness,
- The architecture of the neural network,
- The complexity of the approximation problem.

The last factor is hardly controllable, since when considering an implementation using ANN, the researcher has generally only little knowledge about the process' underlying complexity. The first and the second factor are dependent of each other. However, assuming that the researcher has chosen a suitable network structure and an expressive training data set for the problem at hand, [15] suggests equation (6) for determination of the required number of training samples \( N_\text{e} \):

\[
N_\text{e} = O \left( \frac{N_\text{f}}{\epsilon} \right) \tag{6}
\]

With:

- \( N_\text{f} \): Total number of free parameters within the network,
- \( \epsilon \): Fraction of classification errors permitted on test data,
- \( O(\cdot) \): Order of quantity enclosed in.

The free parameters in a FNN are the number of weights and bias terms. A FNN with an arbitrary large number of non-linear hidden layer neurons can approximate any continuous function [14], [15]. In literature, there is however disagreement if one or two hidden layers should be used in terms of optimal generalization performance. Generalization therefore refers to the network's performance with respect to previously unseen data. There seems to be however consensus that more than two hidden layers are not required. There is currently no sound theory which approach performs better. In terms of this research the authors follow the concept of [14], who first recommends trying a network with one hidden layer, before implementing an ANN with two hidden layers. Blower level prediction can be described as \( \mathbb{R}^n \rightarrow \mathbb{R}^1 \) mapping. The number of input nodes is therefore
determined to be eight and the number of output neurons is defined as four. Flap position prediction can be described as $\mathbb{R}^3 \rightarrow \mathbb{R}^3$ mapping, meaning eight input layer nodes but only three output layer neurons. Since only little a-priori knowledge about blower level and flap position prediction is available, the number of hidden layer neurons must be chosen according to the complexity of the underlying functionality. For training the ANNs, about 3000 consistent data samples have been available. According to equation (6), this allows for training of networks with a total sum of $N_v=300$ free parameters with an error probability $\epsilon=0.1$. The recommended upper bound of hidden layer neurons is thereby determined to be 23 for blower level prediction and 25 for flap position prediction. To determine the number of hidden layer neurons for blower level and flap position prediction, networks with different numbers of hidden layer neurons have been trained and their performance has been compared. When training a FNN, the weights within the network are randomly initialized. However, improper initialization of weights may result in infinite training times or stopping at a local minima of performance.

Figure 6: Blower networks performance

Therefore 200 networks have been trained for each hidden layer configuration. The best 150 results for training and validation performance have been taken into account and have been plotted as average in Figure 6 for blower level prediction and in Figure 7 for flap position prediction. This procedure prevents that poor weights initialization affect the performance plots and additionally provides statistical confidence concerning the results. It is apparent that the networks’ performances initially increases and levels off towards higher numbers of hidden layer neurons. There are no apparent local minima. However, it is also apparent that mean square error only slowly decreases towards high numbers of hidden layer neurons. Literature suggests to select as few as hidden layer neurons as possible, in order to minimize the number of free parameters within the network, meaning a trade-off between precision and cost [10]. In Figure 6 it is apparent that hidden layer neurons 12 to 25 form a more or less straight line, indicating only little further improvements in prediction performance. In Figure 7, this straight line can be found for hidden layer neurons 10 to 25. The researcher therefore suggests implementing 12 hidden layer neurons for blower level prediction and 10 hidden layer neurons for flap position prediction. With these findings, the neural network structures have been determined as shown in Figure 8 and Figure 9.

Figure 7: Flap networks performance

Figure 8: Blower level network structure

Figure 9: Flap position network structure

The input variables to both networks have been z-core transformed using equation in order to minimize the bias
of one feature over another. A maxpicker functionality has been implemented for unique classification results. The total number of free parameters can be determined as \( N_r = 169 \) for the blower level prediction network in (a) and as \( N_r = 128 \) for the flap position prediction network in (b). According to equation (6), this means that the networks can be efficiently trained with about \( N_r = 1700 \) for blower level and with about \( N_r = 1300 \) (good) samples for flap position prediction.

3.3 Training

The neural networks have been trained using the Conjugate gradient descent algorithm for training. The data set has been divided into 65% training data, 15% validation data and 20% testing data. Training data was used for system learning and validation data was used as cross validation for preventing the network from overfitting. The networks have been finally tested with the randomized and previously unseen test data. The testing results for blower level prediction are shown in Table 6.

Table 6: Confusion matrix for blower level prediction

<table>
<thead>
<tr>
<th>Test data</th>
<th>Blower level</th>
<th>Identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>110</td>
<td>11</td>
</tr>
<tr>
<td>L2</td>
<td>14</td>
<td>119</td>
</tr>
<tr>
<td>L3</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>L4</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Correctly classified [%]</td>
<td>85.5</td>
<td>82.6</td>
</tr>
</tbody>
</table>

It is apparent that a total of 86.2% of the test cases were correctly classified. The results for validation and training data are given in [17] and show similar performance. It is apparent that blower level „1“ and blower level „4“ have been best classified, suggesting that extreme conditions are well separable. Blower level „1“ could be correctly predicted in 85.5%, blower level „2“ in 82.6%, blower level „3“ in 78.3% and blower level „4“ in 97.2% of all cases. The classification performance between blower level „2“ and blower level „3“ seems not to be that clear. It is apparent that most cases of misclassification occur in neighboring classes. Table 6 therefore suggests that the operator had more difficulties to uniquely distinguish between blower level „2“ and blower level „3“ than between extreme situations. There seems to be an estimated 20% overlap between blower level „2“ and blower level „3“. This tendency is present in the training, validation and testing plots. There are various possible explanations for these phenomena. One could conclude that humans are fuzzy in evaluation of their thermal environment. This evaluation might also be time and location-variant to some extent. Another possible explanation might be the use of a manual HVAC system, which only allows for setting up a discrete output space. Problems may especially occur when the environmental situations demand an output value in between two discrete output classes. This could result in an increased range of decision fuzziness. The verification results with previously unseen data for flap position prediction are shown in Table 7.

Table 7: Confusion matrix for flap position prediction

<table>
<thead>
<tr>
<th>Test data</th>
<th>Flap position</th>
<th>Identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>P1</td>
<td>P2</td>
</tr>
<tr>
<td>P1</td>
<td>172</td>
<td>20</td>
</tr>
<tr>
<td>P2</td>
<td>25</td>
<td>154</td>
</tr>
<tr>
<td>P3</td>
<td>3</td>
<td>12</td>
</tr>
</tbody>
</table>

Correctly classified [%] 86.0 82.8 92.2 87.6

It is apparent that in 87% the network is able to produce the correct output. Similar to blower level prediction, the extreme values „breast“ (P1) and „head“ (P3) have been predicted best with 86% and 92.2% correct classifications. Flap position „breast-head“ (P2) has been correctly classified for 82.8% of all cases. This suggests an overlap between flap positions „breast“ and „breast-head“ as well as for flap positions „breast-head“ and head. Possible explanations for these phenomena follow exactly the argumentation of blower prediction network.

3.5 Temperature reference modelling

The data mining process revealed that temperature knob setting is fairly segmental linear dependent on ambient temperature \( \theta_{an} \). This is shown in Figure 10. The authors suggest to model temperature reference value \( \theta_s \) with two straight lines, which have been added in Figure 10.

A best fit straight line \( y = a \theta + b \) was therefore determined, so that for each \( (\theta_s, y) \),

\[
\sum_{i=1}^{N} (y_i - a \theta_i + b)^2 \rightarrow \min, \quad (7)
\]

is fulfilled. The coefficients have been calculated as

- \( a = -1.061 \)
- \( b = 113 \)

The result is summarized in equation (8).

\[
\theta_s = \begin{cases} 
-1.061 \frac{\theta}{C} + 113 & \text{for } \theta \leq +43 \degree C \\
+50 & \text{for } \theta > +43 \degree C 
\end{cases}
\]
5. CONCLUSIONS

Methods of data mining have been used for data integration, data cleaning, dimensionality reduction, data transformation and have been implemented in Matlab. Principles of multivariate statistics have been applied to discover variable interdependencies and correlations, in order to reduce the dimensionality of the feature space. Special importance has been attached to PCA, a dimensionality reduction and visualization technique, which successively explains maximal variance. The dimension of the input space was reduced from \( R^7 \) to \( R^1 \). The necessary variables have been identified as vehicle speed, relative humidity, ambient temperature, cabin temperature, dashboard temperature, sun intensity, sun elevation angle and sun azimuth angle. ANNs have been applied to thermal comfort research in order to predict blower level as well as the heater box’s air distribution flap position. Research has been conducted to determine the optimal structure of the ANNs. An 8-12-4 FNN was found for blower level prediction and an 8-10-3 FNN for flap position prediction. The networks have both been trained with about 3000 samples, however it was shown that 1700 and 1300 expressive samples should be sufficient to train the blower and the flap network respectively. The term expressive cannot be specified with formal means. In practice, this means that samples have to be collected, which include representative information about the environment. In terms of thermal comfort this means that samples must cover a representative variety of environmental conditions, including moderate as well extreme conditions. The resulting overall testing classification performance is about 87% for blower and flap prediction. Extreme values for blower level and flap position were predicted best. It was shown that data clusters overlap to some extend which might be a result of human fuzziness in thermal comfort evaluation. However it might be also consequence of the manual HVAC unit, which has been used for this research project. The ANNs performance has been verified against independent data, which have been randomly chosen from the data set and which have not been used for system training. It has been shown that it is possible to extract thermal comfort knowledge directly from measurement data. Prior modeling of human’s thermo-regularity system and human’s response is not necessary. It has therefore also been shown, that it is possible to adapt a technical system to the thermal comfort preferences of an individual. Temperature knob prediction was found to be primarily dependent on ambient temperature and can be fairly approximated by a stepwise linear function.
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