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Abstract

The rapid growth of the Internet has served to intensify existing privacy

concerns of the individual, to the point that privacy is the number one con-

cern amongst Internet users today. Tools exist that can provide users with

a choice of anonymity or pseudonymity. However, many Web transactions

require the release of personally identifying information, thus rendering such

tools infeasible in many instances. Since it is then a given that users are

often required to release personal information, which could be recorded, it

follows that they require a greater degree of control over the information they

release.

Hippocratic databases, designed by Agrawal, Kiernan, Srikant, and Xu

(2002), aim to give users greater control over information stored in a data-

base. Their design was inspired by the medical Hippocratic oath, and makes

data privacy protection a fundamental responsibility of the database itself.

To achieve the privacy of data, Hippocratic databases are governed by 10

key privacy principles.

This dissertation argues, that asides from a few challenges, the 10 prin-

ciples of Hippocratic databases can be applied to log files. This argument

is supported by presenting a high-level functional view of a Hippocratic log

file architecture. This architecture focuses on issues that highlight the con-

trol users gain over their personal information that is collected in log files.

By presenting a layered view of the aforementioned architecture, it was, fur-

thermore, possible to provide greater insight into the major processes that

would be at work in a Hippocratic log file implementation. An exploratory

prototype served to understand and demonstrate certain of the architectural

components of Hippocratic log files. This dissertation, thus, makes a contri-

bution to the ideal of providing users with greater control over their personal

information, by proposing the use of Hippocratic log files.

iii



iv ABSTRACT



Acknowledgements

God the Father, who knows all our secrets but never violates our privacy.

My loving wife Aletta, without whose unwavering support, this work would

not have been possible.

My promoter, Prof. Reinhardt Botha, for his motivation and guidance through-

out. His willingness to give up so much of his time, even during a holiday

period, is very much appreciated.

Prof. Martin Olivier, who planted the seed leading to the investigation into

Hippocratic log files and greatly assisted in the publishing of two academic

papers.

v



vi ACKNOWLEDGEMENTS



Contents

Declaration i

Abstract iii

Acknowledgements v

1 Introduction 1

1.1 Motivation for this Study . . . . . . . . . . . . . . . . . . . . . 2

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.5 Layout of Dissertation . . . . . . . . . . . . . . . . . . . . . . 5

2 Privacy 7

2.1 What is Privacy? . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Privacy Concerns . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Internet Enhanced Threats . . . . . . . . . . . . . . . . 10

2.2.2 Internet Specific Threats . . . . . . . . . . . . . . . . . 11

2.3 Privacy Through Anonymity . . . . . . . . . . . . . . . . . . . 14

2.3.1 Anonymizing Proxies . . . . . . . . . . . . . . . . . . . 14

2.3.2 Crowds . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.3 Onion Routing . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Privacy Through Pseudonymity . . . . . . . . . . . . . . . . . 19

2.4.1 The Lucent Personal Web Assistant (LPWA) . . . . . . 19

2.5 Privacy Policy Specification . . . . . . . . . . . . . . . . . . . 20

2.5.1 The Platform for Privacy Preferences (P3P) . . . . . . 21

2.5.2 The Enterprise Privacy Authorization Language . . . . 26

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

vii



viii CONTENTS

3 Log Files 31

3.1 Log Files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Log File Information . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 Reasons for Logging Information . . . . . . . . . . . . . . . . 34

3.3.1 Intrusion Detection and Computer Forensics . . . . . . 35

3.3.2 Monitoring Employee Activity . . . . . . . . . . . . . . 35

3.3.3 Statistical Analysis . . . . . . . . . . . . . . . . . . . . 36

3.3.4 Web Site Personalization . . . . . . . . . . . . . . . . . 36

3.4 Log File Privacy Threats . . . . . . . . . . . . . . . . . . . . . 37

3.5 Log Files and Privacy Protection Mechanisms . . . . . . . . . 39

3.5.1 Anonymity . . . . . . . . . . . . . . . . . . . . . . . . 39

3.5.2 Pseudonymity . . . . . . . . . . . . . . . . . . . . . . . 40

3.5.3 Privacy Policy Specification . . . . . . . . . . . . . . . 40

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Hippocratic Databases 43

4.1 The Ten Hippocratic Principles . . . . . . . . . . . . . . . . . 44

4.2 The Hippocratic Database Architecture . . . . . . . . . . . . . 47

4.2.1 Privacy Metadata . . . . . . . . . . . . . . . . . . . . . 49

4.2.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . 49

4.2.3 Queries . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.2.4 Retention . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2.5 Additional Features . . . . . . . . . . . . . . . . . . . . 50

4.3 Challenges to Hippocratic Databases . . . . . . . . . . . . . . 51

4.3.1 A Policy and Preference Language . . . . . . . . . . . 51

4.3.2 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3.3 Limited Collection . . . . . . . . . . . . . . . . . . . . 51

4.3.4 Limited Disclosure . . . . . . . . . . . . . . . . . . . . 52

4.3.5 Limited Retention . . . . . . . . . . . . . . . . . . . . 52

4.3.6 Safety of Information . . . . . . . . . . . . . . . . . . . 53

4.3.7 Openness . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3.8 Compliance . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5 Hippocratic Log Files: The Concepts 55

5.1 Principles of Hippocratic Log Files . . . . . . . . . . . . . . . 55



CONTENTS ix

5.1.1 Purpose Specification . . . . . . . . . . . . . . . . . . . 56

5.1.2 Consent . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.1.3 Limited Collection . . . . . . . . . . . . . . . . . . . . 56

5.1.4 Limited Use . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1.5 Limited Disclosure . . . . . . . . . . . . . . . . . . . . 57

5.1.6 Limited Retention . . . . . . . . . . . . . . . . . . . . 58

5.1.7 Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.1.8 Safety . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.1.9 Openness . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.1.10 Compliance . . . . . . . . . . . . . . . . . . . . . . . . 60

5.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6 Hippocratic Logs: An Architectural View 63

6.1 High Level View: Hippocratic Log Architecture . . . . . . . . 64

6.2 Layered View: Hippocratic Log File Architecture . . . . . . . 67

6.2.1 Setting Up Purpose Metadata . . . . . . . . . . . . . . 68

6.2.2 Capturing User Consent . . . . . . . . . . . . . . . . . 68

6.2.3 Logging Information . . . . . . . . . . . . . . . . . . . 69

6.2.4 The Query Processor . . . . . . . . . . . . . . . . . . . 70

6.2.5 Aggregation and Sanitization . . . . . . . . . . . . . . 71

6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7 Exploratory Prototype 73

7.1 Information Assumptions . . . . . . . . . . . . . . . . . . . . . 73

7.2 Information Representation . . . . . . . . . . . . . . . . . . . 74

7.3 Query Processor Implementation . . . . . . . . . . . . . . . . 78

7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

8 Conclusion 83

8.1 Research Questions Reviewed . . . . . . . . . . . . . . . . . . 83

8.1.1 Can the privacy principles of Hippocratic databases be

applied to log files? . . . . . . . . . . . . . . . . . . . . 84

8.1.2 How can the goal of giving users greater control over

their private information be realized? . . . . . . . . . . 85

8.1.3 Given that anonymity on the Web is not always possi-

ble, by what other means can user privacy be assured? 85



x CONTENTS

8.1.4 What impact will the application of Hippocratic prin-

ciples have on the unobtrusive collection of information

by log files? . . . . . . . . . . . . . . . . . . . . . . . . 86

8.2 Challenges and Future Work . . . . . . . . . . . . . . . . . . . 86

8.3 Final Words . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

A Accompanying Material 89

References 91



List of Tables

2.1 P3P Elements Explained . . . . . . . . . . . . . . . . . . . . . 24

2.2 EPAL Rule Components . . . . . . . . . . . . . . . . . . . . . 27

2.3 EPAL Example Rule Components (Ashley, Hada, Karjoth,

Powers, & Schunter, 2003) . . . . . . . . . . . . . . . . . . . . 28

3.1 Log File Entry . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.1 Hippocratic Log File Compliance . . . . . . . . . . . . . . . . 61

7.1 LogFile Table Structure . . . . . . . . . . . . . . . . . . . . . 75

7.2 Purposes Table Structure . . . . . . . . . . . . . . . . . . . . . 75

7.3 UserChoices Table Structure . . . . . . . . . . . . . . . . . . . 75

7.4 Recipient Table Structure . . . . . . . . . . . . . . . . . . . . 76

7.5 Recipient Purposes Table Structure . . . . . . . . . . . . . . . 76

7.6 LogFile Table with Sample Data . . . . . . . . . . . . . . . . . 76

7.7 Purposes Table with Sample Data . . . . . . . . . . . . . . . . 77

7.8 User Consent Table with Sample Data . . . . . . . . . . . . . 77

7.9 Recipient Table with Sample Data . . . . . . . . . . . . . . . . 77

7.10 Recipient Purposes Table with Sample Data . . . . . . . . . . 77

xi



xii LIST OF TABLES



List of Figures

1.1 Layout of Dissertation . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Proxy-based Anonymizing . . . . . . . . . . . . . . . . . . . . 15

2.2 Paths in a Crowd (Reiter & Rubin, 1999) . . . . . . . . . . . . 16

2.3 Onion Routed Message Layers and Message Hops . . . . . . . 18

2.4 Pseudonymity with the Lucent Personal Web Assistant . . . . 20

2.5 The Basic Protocol for Fetching a P3P Policy (Cranor, 2002) . 22

2.6 A P3P Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.1 Strawman Architecture (Agrawal et al., 2002) . . . . . . . . . 48

6.1 High-level Hippocratic Log File Architecture . . . . . . . . . . 66

6.2 A Layered View of the Hippocratic Log File Architecture . . . 67

6.3 Setting Purpose Metadata . . . . . . . . . . . . . . . . . . . . 68

6.4 Creating User Metadata . . . . . . . . . . . . . . . . . . . . . 69

6.5 Log Query Analysis . . . . . . . . . . . . . . . . . . . . . . . . 70

7.1 Entity Relationship Diagram . . . . . . . . . . . . . . . . . . . 74

7.2 Query Results for Security Purpose . . . . . . . . . . . . . . . 79

7.3 Query Results for Personalization Purpose . . . . . . . . . . . 80

7.4 Query Results for Personalization Purpose . . . . . . . . . . . 81

7.5 Query Results – Privacy Leak Elimination . . . . . . . . . . . 82

xiii



xiv LIST OF FIGURES



Chapter 1

Introduction

Information, to coin a cliche, is power. The World Wide Web (WWW) is fast

becoming the central location for goods, services and information. It would

thus seem fair to extrapolate that the WWW is a prime source of power.

But as is often the case, where there is power, there is the potential for the

abuse of power.

The WWW has become such a powerful information medium due to its

unregulated nature, the high degree of browser and protocol flexibility and

the fact that it has evolved into the worlds largest shop, library and chat-room

(Froomkin, 2000). These self same factors combine to make the WWW a

treasure trove of personal information regarding individual Web users. Rapid

technological advancements have made the collection, processing, interpreta-

tion and dissemination of personal information increasingly more rapid and

feasible (Lin & Loui, 1998; Tavani, 1999). Not surprisingly Internet users

have rated loss of privacy as their number one concern when transacting on

the Web (Tavani, 1999).

Information can be collected with user consent in a direct manner, for

example fill-in-forms, and indirectly and without user consent, for example

cookies and log files. It is the indirect manner of collection that raises the

most user concerns and objections. As user reliance on the Internet grows, so

to will their privacy concerns. This reliance will increase the likelihood that

data regarding their interests, preferences and economic behaviour will be

recorded (Froomkin, 2000). This information can be used to create profiles

of individual users. While such profiles can be used for valid purposes e.g.

Web site personalization and customization, they can also be used for more

1
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subversive reasons e.g. denying access to services. Internet users become

particularly incensed when data is collected without consent, or used for a

purpose other than that for which it was collected (Rose, 2001).

Addressing the privacy concerns raised by information collected in Web

server log files is the primary motivation for this study.

1.1 Motivation for this Study

Privacy and the loss thereof is the number one concern of Internet users today

(Tavani, 1999; Wang, Lee, & Wang, 1998). The Gartner group’s view is that

privacy concerns will be the greatest inhibitor of consumer-based e-business

through 2006 (Rezgul, Bouguettaya, & Eltoweissy, 2003). It is essential to

address user concerns, if only to combat the tremendous loss of potential

revenue. It is estimated that user privacy concerns in 2002 resulted a loss of

$18 billion (Rezgul et al., 2003).

In their efforts to protect their privacy, users may opt out of a service

entirely, or provide erroneous data (Rose, 2001). The easiest way to con-

trol privacy would not be to divulge any personal information in the first

place. To this end, technologies exist that enable users to maintain a degree

of anonymity on the Web. However, anonymity is not always possible. Many

transactions require the release of personal information, for example a credit

card number to complete an online purchase (Tavani, 1999; Olivier, 2003).

This being said, once personal information is released, it can be recorded,

whereupon the information donor may lose a significant degree of control over

it (Froomkin, 2000). The solution to this dilemma has to include the con-

tinued protection of private information after it has been recorded. Thereby

allowing the donors of information to exercise control over their private in-

formation after releasing it. Indeed the Computing Research Association

(2003) has identified, as one of their four grand challenges, that the comput-

ing environments of the future must strive to “give end-users security they

can understand and privacy they can control”.

To help achieve the protection of private information stored in databases

Agrawal et al. (2002) outlined their concept of Hippocratic Databases. In-

spired by the medical Hippocratic oath, the primary goal of such databases

is the privacy of data they manage. In achieving this goal Hippocratic data-
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bases are governed by 10 key principles. Information donors to Hippocratic

databases, are afforded the opportunity to provide or deny consent to stated

collection purposes.

While Agrawal et al. (2002) focused their attention on the protection

of privacy of information held in databases, they encourage the application

of Hippocratic principles to other data sources. Log files, particularly Web

server log files, provide just such an alternate data source for investigation.

Users are often unaware that information logging is occurring and even if

aware, are ignorant of what information is being recorded (Lin & Loui, 1998).

The manner in which log files unobtrusively collect data makes it highly

appropriate to place them under the Hippocratic spotlight.

1.2 Problem Statement

Concerns over privacy are by no means a recent phenomenon. However, the

dawn of the Internet and its rapid growth has fuelled and intensified existing

concerns. Internet users often release information without their knowledge

or consent. For example, when visiting a Web site, user actions are recorded

in a log file. How then can users gain a degree of control over their private

information contained in log files, after it has been collected? The concept of

Hippocratic databases demonstrates how such control can be given to users

with respect to information collected in databases. This then leads us to the

fundamental question investigated in this dissertation:

• “Can the privacy principles of Hippocratic databases be applied to log

files?”.

This question prompts the investigation of a number of issues, some to gain a

better understanding of the domain of discourse. Gaining this understanding

can be achieved by answering questions along the following lines:

• How can the goal of giving users greater control over their private

information be realized?

• Given that anonymity on the Web is not always possible, by what other

means can user privacy be assured?
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• What impact will the application of Hippocratic principles have on the

unobtrusive collection of information by log files?

Answering each of these questions will be the will enable the achievement

of the dissertation objectives.

1.3 Objectives

The primary objective of this dissertation is to make a contribution to pro-

viding users with greater control over their personal information after it has

been collected, specifically with respect to information stored in server log

files. This contribution will primarily be achieved by determining whether

the privacy principles of Hippocratic databases can be applied to log files.

In order to make this determination the following sub-objectives need to be

addressed:

• Map the privacy principles of Hippocratic database onto log files and

adapt them where necessary and possible.

• Describe a high-level architectural view of a Hippocratic log file archi-

tecture, paying particular attention to how users can control personally

identifiable information collected unobtrusively.

• Discuss some of the major processes involved in a Hippocratic log file

implementation, by delving deeper into the aforementioned architec-

ture.

• Show that the active implementation of Hippocratic log files would

bring an end to unobtrusive information logging.

In order to fulfill the primary and sub-objectives, it will of course be necessary

to discuss the concept of privacy, as well as current mechanisms available for

privacy protection.

1.4 Methodology

The methodology undertaken will include a thorough literature study. This

study will encompass the concept of privacy, growing privacy concerns and
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privacy enhancing technologies. Log files, particularly their impact on user

privacy, will also be studied. The focus will then shift to the investigation of

the applicability of Hippocratic database principles to log files. This will be

conducted as follows:

• An in-depth discussion of Hippocratic databases, with emphasis on its

principles, architecture and challenges.

• The proposal of a high-level architecture highlighting a functional view

of a Hippocratic log file implementation. This architecture will pay

close attention to how users can gain greater control over information

collected unobtrusively in log files.

• A layered view of the aforementioned architecture will provide greater

insight into the major processes that will play a role in a Hippocratic

log file implementation.

• The development of an exploratory prototype will serve to aid un-

derstanding and practically demonstrate certain of the architectural

components of Hippocratic log files.

By applying the outlined methodology, the objectives of this dissertation

were met.

1.5 Layout of Dissertation

The layout of the dissertation is depicted in figure 1.1. Chapter 1 will

provide some background to the study in order to clearly define the problem

domain. Chapter 2 will present a comprehensive view of privacy and current

privacy enhancing technologies. Chapter 3 will focus on log files and some

of the reasons for which information logging occurs. It will also highlight the

relation between log files and privacy issues. Chapter 4 will introduce the

concept of Hippocratic databases. It will present the Hippocratic database

principles as well as highlight some issues and concerns with regards to the

implementation of Hippocratic databases. Initially, chapter 5 will define

the concept of Hippocratic log files, in terms of the Hippocratic database

principles introduced in chapter 4. Continuing with the discussion of Hip-

pocratic log files, chapter 6 presents an architectural view of the concept.
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Chapter 7 reports on some experimental investigation that was conducted

regarding some of the architectural concepts. Chapter 8 will conclude the

dissertation.

Chapter 1

Introduction


Chapter 3

Log Files


Chapter 2

Privacy


Chapter 4

Hippocratic Databases


Chapter 5

Hippocratic Log Files:


The Concepts


Chapter 6

Hippocratic Log Files:

An  Architectural View


Chapter 7

Experimentation


Chapter 8

Conclusion


Figure 1.1: Layout of Dissertation



Chapter 2

Privacy

“The fantastic advances in the field of electronic communication constitute a

greater danger to the privacy of the individual. ” - Earl Warren1

“PRIVACY is not something that I’m merely entitled to, it’s an absolute

prerequisite.” - Marlon Brando2

There are two things that one can conclusively say regarding privacy. Firstly,

that privacy concerns of individuals are on the rise, and secondly, that the

notion of privacy is hard to understand and not easily defined (Tavani, 1999).

The explosive rate of the Internet and the resultant information explosion

has only served to exacerbate the existing privacy dilemma.

This chapter will consider the notion of privacy and provide an overview

of the multitude of definitions and understandings of the term. The privacy

concerns of users, with particular reference to the Internet, will be discussed.

This will be followed by an overview of current initiatives and technologies

for maintaining a degree of privacy on the Web.

2.1 What is Privacy?

When studying the privacy literature, it soon becomes clear that privacy is

difficult to understand and even more difficult to define (Tavani, 1999). The

variety of understandings of privacy serve to prove this point.

In an early definition, Warren and Brandeis (1890) state that privacy is

the right to be left alone. The current author agrees that one dimension

1American supreme court justice (1891 - 1974)
2American Actor, Director

7
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of privacy may very well be the right to be left alone. However, he further

believes that this definition as it stands, is too broad. It covers situations

that may have very little to do with privacy. For example, an employee that

is continuously interrupted whilst trying to finish an important report is not

losing privacy, but he may very well not being left alone.

Lin and Loui (1998) cite Alan Westin as stating that privacy is the con-

trol of personal information. However, this definition fails to consider the

distinction between loss of privacy and a violation of privacy. There may in-

deed be situations where there is a loss of control over personal information,

but where privacy is not violated. For example, I may surrender information

to my attorney during litigation proceedings. I as client, may have recourse

should my attorney improperly disclose this information, but a certain degree

of control is lost on surrendering the information. The relationship between

clients and their attorneys is such that even though a degree of control over

information is lost on its surrender, there is no violation of privacy.

According to Clarke (1999), “Information privacy refers to the claims of

individuals that data about themselves should generally not be available to

other individuals and organizations, and that where data is possessed by an-

other party, the individual must be able to exercise a substantial degree of

control over that data and its use.” Although the current author is reason-

ably satisfied with such a definition, he is concerned about the implication of

the phrase “generally not available”. Although it may not be the intention

of any individual surfing the Web, the very act of surfing makes information

generally available. Web sites routinely log information without the knowl-

edge or consent of users (Lin & Loui, 1998). The individual may thus, after

all not have “a substantial degree of control over that data and its use.”

There is a school of thought, by some government and corporate exec-

utives, that the public is not to be trusted. They believe that individuals

only deserve the benefits of modern society if they provide greater access to

personal information (Clarke, 1999). To this the author can only say that the

argument is killed by its own contradiction. If the public is not to be trusted,

why should corporate executives or politicians be considered any more trust-

worthy in ensuring the ethical and moral use of collected information?

Tavani and Moor (2001) argue that privacy, and control of private in-

formation, are two separate, yet related, concepts. They state that privacy
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is primarily about protection from intrusion and information gathering by

others. Control of information, on the other hand, is a justification of the

right to privacy and plays a role in the management of privacy. This notion

of privacy is closest to the author’s own understanding. Where possible, an

individual’s information should remain private and uncollected. However,

this is not always possible and once information has been collected, it should

be managed in such a manner as to ensure no violations of privacy.

Regardless of the definitional aspects of privacy, there seems to be rea-

sonable consensus that privacy is an important part of our lives and deserves

protection. The importance attached to privacy by individuals is discussed

in the next section.

2.2 Privacy Concerns

Concerns over privacy, and the loss thereof, are certainly not new. Social

and technological advancements have more often then not required of man

to sacrifice a certain amount of privacy in order to derive full benefit from

the advancements. Humanity’s move from a hunter-gatherer to agricultural

communities came about due to the benefits he derived from the transi-

tion; namely increased security, better housing and improved food and water

supply (Kaufman, Edlund, Ford, & Powers, 2002). Similar losses of, and

concerns for privacy have occurred in more recent times with the invention

of the camera and telephone (Tavani, 1999). Technological advancements

are, however, occurring at an ever faster rate.

Kaufman et al. (2002) argue that past advancements took place at a rate

that allowed “social contracts” to develop in pace with technology. They

define a social contract as “the collective rules that constrain the behaviour

of individuals and groups living in a society in such a way as to protect

the individual while also benefiting society as a whole”. The telephone was

invented in 1876 but it was not until the 1960’s that the number of households

in the USA with telephones exceeded 80%. In other words, society had ample

time to integrate the telephone into every day life in a manner that was

acceptable to all. By comparison, the Internet has rapidly mushroomed into

a global network with millions of users online. The Internet became a part of

daily life without the societal norms for its ethical and just use having been
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firmly established. It is thus hardly surprising that privacy is said to be the

number one issue facing the Internet (Tavani, 1999).

However, privacy was a major concern prior to the advent of the Internet.

The question then becomes, “why exactly has the Internet heightened user

privacy concerns?” The reasons for this, according to Tavani (1999) and

Treese (2000), are twofold. The Internet has (a) greatly enhanced existing

privacy threats while (b) bringing about new and unique threats of its own.

The next 2 subsections will address these issues in greater detail.

2.2.1 Internet Enhanced Threats

Tavani (1999) broadly categorizes the enhanced threats into data collection

and the subsequent use of collected data. He is supported by Clarke (1999)

who states, “Data is increasingly collected and personalized. Storage technol-

ogy ensures it remains available. Database technologies make it discoverable.

And telecommunications enables its rapid reticulation.” Certainly the Inter-

net has greatly increased the ability to monitor and record user activity, and

indeed has enabled new kinds of information to be recorded (Lin & Loui,

1998).

This recording of information takes place in both direct and indirect man-

ners. Directly, for example, by means of fill-in-forms where a user is openly

requested for information. The use of server log files is an example of an indi-

rect method of information collection. Here the user surrenders information,

in all likelihood without their knowledge or consent.

The combination of directly and indirectly collected information is be-

coming a common occurrence, particularly for the purposes of targeted ad-

vertising. Thus, while the collection and monitoring of individuals is not new,

the Internet has dramatically increased the scale at which these activities can

be performed (Tavani, 1999).

The sheer volume of personal information that can be collected, has made

it a marketable commodity. The sale of collected information to third par-

ties can be profitable. Unfortunately, this sale often takes place without the

knowledge or consent of the individual (Tavani, 1999). The wealth of infor-

mation collected via the Internet also makes it a particularly attractive source

for data mining activities, thus allowing the discovery of new information and

relationships in the data (Tavani, 1999; Clarke, 1999).
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2.2.2 Internet Specific Threats

The Internet has also brought with it a host of threats to individual privacy.

A few of these threats will be highlighted and discussed in this section.

The Hypertext transfer protocol (HTTP) provides the rules and con-

ventions that enable web sites and browsers to communicate. HTTP is a

stateless protocol. This stateless nature is best explained by describing what

transpires when a user clicks on a hyperlink or types in a Web address in

their browser (Kristol, 2001):

• A user clicks on hyperlink, making a request of a server.

• The user agent (browser) connects to the Web server sending it a re-

quest for the desired information.

• The Web server responds by returning the desired information.

• On receipt of the server response the browser disconnects from the

server.

The process is stateless since a user must establish a new connection to the

server each time they have a request. Even though a user may direct multiple

requests to a server during a browsing session, each is treated as if it was the

first.

The quest to overcome this statelessness, lead to Netscape creating In-

ternet Cookies in the mid-1990s (Berghel, 2001). Cookies are stored as text

files on a users machine. Sit and Fu (2001) define cookies as “a key/value

pair sent to a browser by a Web server to capture the current state of a Web

session.” Once a cookie has been created, it is automatically returned to the

creating server on subsequent requests hereby allowing state management.

Cookies can of course be very beneficial to users. They may store pass-

words which would otherwise be forgotten, or store user preferences allowing

Web pages to be customized to individual tastes (Froomkin, 2000). One of

the most common uses for cookies is to store a session identifier. This allows

a site to connect a set of related requests from the same browser (Treese,

2000). Cookies can collect non-identifiable information without user consent

(Lin & Loui, 1998). Whilst the morality of this may be questionable, it poses

few privacy problems.
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The privacy problem becomes truly apparent when one considers the

implication of truly identifiable information, e.g. ID numbers and addresses,

being stored in a cookie. A site hosting health information would be able to

build a list of persons searching for information on AIDS. Such information

could be sold to third parties resulting in individuals being subjected to

price and other forms of discrimination. Of course, for personally identifiable

information to be stored in a cookie, a user would have to freely provide it.

However, they may do so for one reason, without the knowledge, or indeed

the consent, that (a) it will be stored for perpetual use, and (b) that it be

used for a purpose other then originally intended (Lin & Loui, 1998; Berghel,

2001).

A user may even receive cookies from ‘unvisited’ sites. Such cookies have

been termed third-party cookies due to the fact that they are sent from a

site which the user is not actively viewing (Berghel, 2002). This is possible

primarily because a Web page is not one entity, but is rather made up of

individual parts combining to create a whole. These individual parts may

be located on multiple, geographically dispersed servers. In this manner,

Doubleclick, an Internet advertising agency, provides banner advertisements

for many Internet sites. Through the use of cookies Doubleclick is able to

track the movement of Internet users between Doubleclick affiliated sites.

Perhaps even more disturbing is that they can also track how often users

visit these sites, as well as what they view while they are there (Froomkin,

2000).

An even more invasive privacy threat, is that of the so-called Web bug.

This is a spin off of the original cookie concept. A Web bug is a graphic,

represented as an HTML <img> tag on a Web page or in an e-mail message.

It is designed for the specific purpose of monitoring who is reading the page

or message. They are often invisible as they are typically only 1-by-1 pixel in

size (Martin, 2003). They are normally placed on Web pages by companies

not affiliated with the hosting site, and are used as a means to track Internet

users surfing habits, without their knowledge and consent. If many different

pages from different sites use the same Web bug, the bug creator can build

up a lot of information regarding where a user has been. Depending on what

other information is shared with that company, it may be able to link that

to personally identifiable information e.g. name or email address (Treese,



2.2. PRIVACY CONCERNS 13

2000).

Downloading shareware and freeware software from the Internet also

poses a huge privacy threat. Spyware is software that secretly collects user

information typically without user knowledge and consent. The collected

information is then returned to the software operator using the users’ own

internet connection (Webopedia, 2004; Surferbeware.com, 2003; McManus,

2002). Spyware often exists as a hidden component of freeware or shareware

programs downloadable from the Internet. Thus, they are unknowingly in-

stalled along with the downloaded program (Webopedia, 2004; McManus,

2002). Many freeware and shareware authors are under the impression that

since they are providing their software for free or at a reduced price they

have the right to profit from users personal information. Spyware authors

either use the collected information for marketing or advertising purposes;

or alternatively they may sell the information to a third party (Webopedia,

2004).

Even search engine facilities, used to locate information on the Internet,

may pose a threat to privacy. Internet search engines make it very easy to

discover information about individuals because if your name appears any-

where on the internet, chances are a search engine can find it (Tavani, 1999).

While writing this dissertation this author did a search for his own name and

surname. Within a very short space of time the following information was

found:

• His place of work, email address and office telephone number;

• that he was a module tutor for Database theory for a distance education

program;

• that he presented a paper at a computer symposium in South Africa

in 2003;

• that he belongs to the Secure Research Workflow Group chaired by

Professor Reinhardt Botha; and

• that he is listed as a reference on a past student’s curriculum vitae.

All of this information was discovered within 10 minutes of having initiated

the search request.
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It is clear from the aforegoing that privacy concerns predate the Internet.

But that the Internet has indeed become the focal point of peoples’ privacy

fears is equally indisputable. However, Internet users often interact with Web

sites that neither require nor benefit from the receipt of personal information.

The Internet even makes it possible for much information to be gathered

without user knowledge or consent. In an attempt to combat this, various

tools and technologies have been developed to aid Internet users in their quest

for privacy protection. These tools and technologies can be grouped together

according to the manner in which they aim to protect privacy. These groups

will be discussed in greater details in the sections that follow.

2.3 Privacy Through Anonymity

Tools providing anonymity allow individuals to transact on the Internet with-

out disclosing any personally identifiable information (Rao & Rohatgi, 2000).

The key characteristic of an anonymous transaction is that the identity of

one or more transacting parties cannot be determined from the data itself,

nor by combining the transaction with other data (Clarke, 1996). A few tools

which enable anonymous transactions shall now be discussed.

2.3.1 Anonymizing Proxies

Internet users may subscribe to an anonymizing proxy service. In such

a scenario, all of a user’s HTTP requests are routed to the proxy-based

anonymizer, before submission to the destination site. Since all requests are

submitted by the proxy, the only IP address revealed to visited Web sites

is that of the proxy (Cranor, 1999). Figure 2.1 depicts such interaction. A

pitfall of anonymizing proxies, is that users will need to place a great deal

of trust in them. While their requests will be anonymous to the destination

site, they will not be anonymous to the proxy itself. Additionally, a user’s

own Internet service provider (this may be their employer) may log their Web

activities (Cranor, 1999; Treese, 2000).
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Figure 2.1: Proxy-based Anonymizing

2.3.2 Crowds

The crowds concept is based on the idea that “people can be anonymous when

they blend into a crowd” (Cranor, 1998). Geographically dispersed users are

collected into a group called a “crowd”, that performs Web transactions

on behalf of its members (Reiter & Rubin, 1999). Users run a process on

their local machine called a “jondo” which gives them access to the crowd.

Joining the crowd merely requires the starting of this jondo on the local

machine. Having started, the jondo announces it’s presence to the other

crowd members and is itself informed of the current crowd members (Reiter

& Rubin, 1999). A user’s jondo uses the Crowd for Web navigation and in

so doing maintain anonymity. The basic operation for the first user request

after joining a crowd, is as follows (Reiter & Rubin, 1999; Cranor, 1998):

1. The User makes an HTTP request.

2. The Request is sent to his jondo.

3. The jondo randomly selects another member of the crowd and forwards

the request to this member.

4. The receiving crowd members jondo makes a random choice to either

(a) forward the request to its destination; or (b) to forward the request

to another randomly selected crowd member.

5. The process continues until the message is received by the originally

requested server.

Figure 2.2, graphically depicts example paths in a crowd. The request

initiator and destination server, of each path, have been assigned the same

name to facilitate ease of understanding.

The sequence of jondos a request follows to reach its final destination is

called a “path” and each individual communication between jondos along the
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path is called a “hop”. Once the receiving server has received the request,

it replies to the original user by sending its response backward along the

path. Once a path has been established for a crowd member, it remains

static for all of its subsequent Web interaction. This is achieved by each

path being assigned a unique identifier. Each jondo on the path keeps track

of its predecessor and successor for that path (Reiter & Rubin, 1999). The

path will only change in the event of a jondo failing or new jondos joining

the crowd. This is best understood by viewing figure 2.2. If one follows the

request path of user 1, it is clear that there is only one hop in its path prior

to reaching its destination. A request by user 5 on the other hand has two

such hops.
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Figure 2.2: Paths in a Crowd (Reiter & Rubin, 1999)

Thus, the manner in which Web traffic is managed within the crowd

establishes communication anonymity. By the time a user request reaches its
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final destination it is impossible for the destination server, or for that matter

any of the other crowd members, to determine which member initiated the

request (Reiter & Rubin, 1999; Cranor, 1998).

Crowd’s major advantage over anonymizing proxies is that there is no

single point at which all users’ anonymity can be lost – as stated earlier,

users have to trust their anonymizing proxy to maintain their anonymity.

A potential drawback to crowds is that request content is not hidden from

jondos along the path. This could be problematic when request contents

contain such information as username and password. However, as Reiter and

Rubin (1999) point out, such communication will expose user identity to the

destination server anyway, thus rendering anonymizing counterproductive.

Such communications would do better to disable crowds and communicate

directly with the destination server. Additionally, from a performance stand-

point, retrieval times will be lengthened in the crowds environment due to

the path traversal required to fulfill a user request.

2.3.3 Onion Routing

Onion routing is based on the notion of mixing the connections from dif-

ferent users, making it difficult to determine who is communicating with

whom (Rezgul et al., 2003). This technique achieves its goal by dynamically

building anonymous connections within a network of real-time Chaum mixes

(Goldschlag, Reed, & Syverson, 1999). A Chaum mix is a store and forward

device which accepts fixed-length messages from numerous sources. It then

subjects the messages to cryptographic transformations and forwards them

to the next destination in random order (Rezgul et al., 2003). Using multi-

ple networked mixes makes message tracking extremely difficult. The goal of

onion routing is two-fold. Firstly, to protect the privacy of the sender and

recipient of a message, and secondly to protect message content as it tra-

verses a network of Onion Routers. The routing onion concept is the main

innovation of onion routing. This is best described by viewing the onion

routing process as a whole.

• The router at the message initiation point selects a number of onion

routers at random.

• For each chosen router, the first router generates a message, provides
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it with a symmetric key for message decryption, and specifies which

router is next in the path.

• Each generated message is encrypted with the public key of the in-

tended router.

• Thus a layered structure, or ‘onion’, is constructed. Each of the outer

layers must be decrypted to reach the message at the inner-most layer

Figure 2.3 shows a graphic depicting an onion message on the left and to

the right the path of this message through the onion routing proxies. Each

square in figure 2.3 represents an onion routing proxy. The innermost layer

of the onion message is for the final proxy destination of 2. From the original

sender, proxy 1, three hops are required to reach the destination of proxy

2. Thus a further three encryption layers are added to the message. As the

onion moves along the path the receiving router will decrypt a layer and send

it to the next router in the path. This continues until the message reaches

its final destination.
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Figure 2.3: Onion Routed Message Layers and Message Hops

Thus anonymity tools can be very effective at protecting the identity of

individuals as they transact on the Worldwide Web. However, there are

times when a user may wish to maintain a persistent relationship with an

Internet site, while still hiding their true identity. Anonymizing tools, by
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their very nature render such relationships impossible. Pseudonymity, on

the other hand enables the establishment of persistent, yet non-identifiable

relationships.

2.4 Privacy Through Pseudonymity

A pseudonym is an identifier for a party to a transaction which cannot, under

normal circumstances, result in the establishment of the true identity of an

individual (Clarke, 1996). A Web transaction is said to be pseudonymous,

when an individual can transact with no direct identifier to that individual

present in the transaction data. The persistence of pseudonyms permits the

establishment of long term web relationships without the loss of privacy (Rao

& Rohatgi, 2000). Users may even choose to have multiple pseudonyms, used

for a different set of activities. By so doing, their privacy can be further pro-

tected. A decided advantage of pseudonymity is that it holds benefits to

users and site owners. Sites are able to offer personalized content to individ-

uals based on their pseudonymous identity, and individuals can benefit from

the personalized service without exposing their true identity. The Lucent

Personal Web Assistant (LPWA) is a tool that implements pseudonymity

and is examined briefly below.

2.4.1 The Lucent Personal Web Assistant (LPWA)

LPWA is a proxy that combines the features of anonymity and pseudonymity.

It not only obscures the IP address of a browser initiating a request, but also

allows users to enter alias information when registering at different Web

sites. These aliases are managed in a manner to ensure consistent access at

the registered sites (Abe, 1999). The basic operation of LPWA is depicted in

figure 2.4. A proxy is located on a user’s machine, with their Web browser

set up to direct all Internet request to the proxy. As shown in figure 2.4, a

request is received by the proxy, whereafter the IP Address of the current

browser is removed. The request will then be forwarded to the requested

site. Pseudonymity is provided when sites request registration information.

When confronted with a registration page, users enter predefined codes in

the userid, password and email fields. On submission of this data, LPWA

will intercept those codes, and replace them with nonsensical pseudonyms.



20 CHAPTER 2. PRIVACY

These pseudonyms are used by LPWA to manage further interaction with

the site.
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Figure 2.4: Pseudonymity with the Lucent Personal Web Assistant

Pseudonymity is not without its dangers. Should someone discover the

real identity of a pseudonymous user, all of the users past actions are auto-

matically exposed.

There is no doubt that anonymity and pseudonymity can play an impor-

tant part in maintaining user privacy on the Internet. As an interesting aside,

anonymity and pseudonymity also have roles to play in the arena of mobile

communications. Mobile applications allow for the collection and storage of

both the current location, and movement history of their users. This could

lead to the profiling of users according to their movements. The purchase

of a prepaid Subscriber Identity Module (SIM), where legally permissable,

will enable a subscriber to communicate anonymously or pseudonymously

(Rannenberg, 2004).

There are however, many instances when it may not be practical to trans-

act anonymously or pseudonymously on the Web. In such cases, users do

indeed have to surrender personal information. Privacy policies, discussed

in the section below, can provide users with the control to at the very least,

make informed decisions when releasing personal information.

2.5 Privacy Policy Specification

Anonymity and pseudonymity may not always be a solution to protecting

privacy on the Web. Many transactions will require the release of personal

information (Tavani, 1999; Olivier, 2003). Many Web sites have responded

to the privacy concerns of users by publishing a human-readable privacy

detailing their practices with regards personal information (Presler-Marshall,

2000). However, finding these policies can be time-consuming, and once
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found the policy detail can range between two extremes. On the one hand

policies may be so full of technical detail and legalistic complexity as to

defy understanding, and on the other so lacking in detail as to prove useless

(Presler-Marshall, 2000; Treese, 2000). This leads to the discussion of the

Platform for Privacy Preferences (P3P) which aims at enabling Web sites to

create privacy policies that can be located easily as well as interpreted.

2.5.1 The Platform for Privacy Preferences (P3P)

The Platform for Privacy Preferences (P3P) is an initiative of the World

Wide Web Consortium (W3C). “It provides a standard way for Web sites

to communicate about their privacy practices regarding the collection, use

and distribution of personal information” (Cranor & Garfinkel, 2002). P3P

provides users with greater control by not only enabling users to discover

understandable privacy policies, but also to act on these policies (Presler-

Marshall, 2000). A detailed specification of P3P 1.1 is available at (World

Wide Web Consortium, 2002c). The operations of P3P will be discussed in

greater depth in the subsections that follow.

How P3P Works

A P3P enabled site creates a machine-readable (XML) version of their human-

readable privacy policy. This policy can be retrieved automatically by Web

browsers and other user agents, and compared with a user’s privacy prefer-

ences. If a site’s P3P policy is in conflict with user preferences, the browser

or agent can take steps necessary to avoid the offending data practice (Cra-

nor, 2002; Softsteel Solutions, 2003). Thus P3P is dependent on a Web site

component and a client component (World Wide Web Consortium, 2002a).

A Web site converts their existing human-readable privacy policies, into a

standard, machine-readable format(XML) for automatic retrieval and easy

interpretation by user agents. On the client side is a P3P enabled user agent

that automatically retrieves, interprets and provides user feedback regarding

the P3P policies on Web sites. These agents either act proactively, for ex-

ample blocking third party cookies, or more passively, for example informing

a user of a discrepancy, but allowing them to decide whether or not to pro-

ceed. The P3P communication process between Web site and user agent is
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illustrated by Figure 2.5 (Cranor & Garfinkel, 2002):

Web Server
User Agent


GET  /w3c/p3p.xml  HTTP/1.1


Request Policy Reference File


HTTP/1.1  200  OK


Send Web Page


GET  /index.html  HTTP/1.1


Request Web  Page


HTTP/1.1  200  OK


Send P3P Policy


GET  /policy.xml  HTTP/1.1


Request P3P Policy


HTTP/1.1  200  OK


Send Policy Reference File


Rejection


or


Figure 2.5: The Basic Protocol for Fetching a P3P Policy (Cranor, 2002)

• A P3P user agent requests a P3P policy reference file, using a standard

HTTP request, from a well known location on the Web site of the

requested resource.

• This reference file contains the location of the actual P3P policy file

or files. There may be one policy for the entire site, or different ones

applicable to different parts of a site.

• The user agent can then request the applicable policy file for interpre-

tation, and take action according to the user’s preferences or decision.

At the heart of P3P is the P3P Policy file. It is within this file that a Web

site details its data practices regarding the data collected, how it is used with
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whom it is shared and how long it is retained (Cranor, 2003; Presler-Marshall,

2000). Figure 2.6 shows a simple P3P policy file. P3P policies have eight

major components. These components are expressed as XML elements and

each may contain multiple subcomponents and attributes (Cranor, 2003).

Table 2.1 provides a brief explanation of the eight major components of a

P3P policy. A P3P policy should always contain a reference to the human-

readable privacy policy. This is catered for by the discuri attribute of the

<POLICY> element

<POLICIES xmlns="http://www.w3.org/2000/12/P3Pv1">


  <POLICY discuri=http://www.masters.com/privacy.html name="Masters Policy">


    <ENTITY>


      <DATA-GROUP>


       <DATA ref="#business.name">Masters</DATA>


       <DATA ref="#business.contact-info.online.email">masters@masters.com</DATA>


       <DATA ref="#business.contact-info.online.uri">http://www.masters.com</DATA>


      </DATA-GROUP>


    </ENTITY>


    <ACCESS>


      <all/>


    </ACCESS>


    <DISPUTES-GROUP>


      <DISPUTES resolution-type="service"


          service="http://www.masters.com/contact.html"


          short-description="Masters Contact">


        <REMEDIES>


          <correct />


        </REMEDIES>


      </DISPUTES>


      <DISPUTES resolution-type="independent"


          service="http://www.trustme.org/users/users_watchdog.html"


          short-description="TRUSTe">


        <REMEDIES>


       <correct />


        </REMEDIES>


      </DISPUTES>


    </DISPUTES-GROUP>


    <STATEMENT>


      <CONSEQUENCE>Masters keeps standard web server logs. We use this information


           for site administration and site improvements.  We will not


           disclose this information unless required by law. We retain log


           information indefinitely. Any questions can be directed to


           masters@masters.com


      </CONSEQUENCE>


      <PURPOSE> <admin /> <current /> <develop /> </PURPOSE>


      <RECIPIENT> <ours /> </RECIPIENT>


      <RETENTION> <indefinitely /> </RETENTION>


      <DATA-GROUP>


        <DATA ref="#dynamic.clickstream" />


        <DATA ref="#dynamic.http" />


      </DATA-GROUP>


    </STATEMENT>


  </POLICY>


</POLICIES>


Figure 2.6: A P3P Policy

The aforegoing focused on the creation of a P3P policy by a Web site.

However of equal importance is the ability of users to express their privacy
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Table 2.1: P3P Elements Explained

Element Description

ENTITY Contains information relating to the person or company
declaring the privacy policy.

ACCESS Specifies to what extent users have access to the information
collected. Six types of access policies exist, ranging from all
to none.

DISPUTES Specifies the recourse open to users if they have a dispute
over the site’s privacy policy. The Service section provides
information on how to settle disputes directly between users
and the site itself. The Independent section provides details
of third parties that users may contact to help settle dispute

CONSEQUENCE General purpose description of the site’s data practices

PURPOSE Provides greater detail over exactly how collected informa-
tion is used. Eleven purpose types exist with one other-
purpose. Each purpose can have a required attribute set to
indicate whether the purpose is always required or whether
users can opt-in or opt-out.

RECIPIENT States under what conditions data may be shared and
whether users can opt-in or opt-out

RETENTION States how long the collected information is stored. Five
types of retention policies are available

DATA Lists the type of data that is collected. Seventeen data ele-
ments, each with their own specific data elements exist.

STATEMENT A Grouping comprising the purpose, data, recipients, reten-
tion and consequence elements. A Policy may have one or
more statements. The data covered by each statement is
treated the same.

preferences regarding privacy policies. To this end, P3P has a standard lan-

guage for encoding user preferences - A P3P Preference Exchange Language

(APPEL) (Cranor, 2003). It must be stressed that APPEL files were not

designed to be read by end users. In most cases users would set up their

preferences through a user agent, which itself may use APPEL. An exam-

ple thereof is AT&T’s Privacy Bird (Cranor, 2002), which allows users to

specify their own privacy preferences which it creates using APPEL. It then

compares these preference with a sites P3P-encoded privacy and alerts users

when a site policy does not meet their standards. On accessing a site the
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Privacy Bird provides a user with the following options:

• Provides a summary of a sites privacy policy.

• The ability to access a site’s full human-readable privacy policy.

• The ability to access a site’s page allowing users to opt-in or opt-out

of collection practices.

• View the privacy policies of embedded content of the site, which may

be different to the policy covering the page.

P3P also makes provision for optional compact policies, which are sum-

marized P3P policies on how sites utilize cookies. Compact policies enable

user agents to make snap decisions when applying user preferences with re-

gards to cookies (World Wide Web Consortium, 2002c). At this point in time

the two major Web browsers, namely Microsoft IE6 and Netscape Navigator

7 P3P support focuses primarily on compact policies.

Criticisms of P3P

P3P is not without its critics and numerous criticisms have been levelled

against P3P, some of which are summarized below (Hochheiser, 2002; Soft-

steel Solutions, 2003).

• P3P provides no technical means by which privacy promises can be

enforced.

• Many of the organizations that championed the cause of P3P did so in

an attempt to avoid far reaching privacy protection legislation.

• P3P does not adequately address the principle of data collection limi-

tation as laid down by such organizations as the Organization for Eco-

nomic Cooperation and Development (OECD).

• The P3P vocabulary is open to ambiguities and confusion, for exam-

ple the RECIPIENT element contains a value “ours”, which is speci-

fied to mean “ourselves and/or entities acting as our agents or entities

for whom we are acting as an agent” (World Wide Web Consortium,

2002c). It is conceivable that users might interpret “ours” to refer only

to the primary Web site.



26 CHAPTER 2. PRIVACY

• P3P does not go far enough in protecting privacy and users might be

forced into the use of a service provided by a Web site where no viable

alternatives exist.

• The P3P vocabulary cannot describe privacy practices with the same

level granularity as human-readable policies.

• Some supporters of P3P have oversold its benefits.

While many of these criticisms are indeed valid, some are perhaps unfair or

at the very least distorted. For one, P3P was from the outset limited to,

and aimed at, addressing notice and choice. As stated by Reagle and Cranor

(1999), “We believe users’ confidence in online transactions will increase when

they are presented with meaningful information and choices about Web site

privacy practices”. The placement of machine-readable privacy policies for

retrieval can be seen as notice, with the user’s privacy preferences as a form

of choice (Hochheiser, 2002). The W3C states clearly that P3P does not

contend to solve all privacy concerns, nor does it negate the need for privacy

legislation and privacy enhancing technologies. Rather P3P should be seen

as complementary to legislation and other privacy tools (World Wide Web

Consortium, 2002b).

Having now discussed P3P it is clear that whilst never intended, P3P does

lack a mechanism to enforce privacy promises. The next section reviews work

done in providing technological means of enforcing the privacy promises made

in a P3P policy.

2.5.2 The Enterprise Privacy Authorization Language

(EPAL)

The previous section specified how companies can publish their privacy promises

as statements in a P3P policy. User agents can then automatically retrieve

a policy and notify users whether they match their own privacy preferences.

However, it was also stated that P3P does not possess technology to enforce

privacy promises. The Enterprise Privacy Authorization Language (EPAL)

is a formal language for the creation of enterprise privacy policies. An EPAL

policy can enforce the privacy promises made in a P3P policy. A compli-

mentary relationship exists between P3P and E-P3P. Whereas P3P allows
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an organization to publish privacy policies in order to collect personally iden-

tifiable information from their customers; EPAL provides the much needed

capability of privacy policy enforcement (Ashley, Hada, Karjoth, & Schunter,

2003; Karjoth, Schunter, & Waidner, 2002).

How EPAL Works

“An EPAL policy is essentially a list of privacy rules that are ordered with

descending precedence (i.e., if a rule applies, subsequent rules are ignored)”

(Ashley et al., 2003). An EPAL rule consists of a number of components and

are described in table 2.2.

Table 2.2: EPAL Rule Components

Component Description

Data User Used to classify those individuals who either access or receive
data.

Operations Refers to activities that may take place against data e.g.
read or create.

Categories Defines the types of information an organization stores e.g.
customer contact information

Purposes Defines the purposes for which data may be accessed.

Conditions The rules allowing access to data are governed by conditions
e.g. the user must have consented before personally identi-
fiable information can be used for a particular purpose.

Obligations These are additional steps that may be imposed on data
accesses e.g. log all data accesses for a particular purpose.

Informal privacy rules can be mapped to the more formal EPAL com-

ponents. This is shown in Table 2.3. In addition to policy rules, two fur-

ther sections are required in the formulation of an EPAL policy document

(Schunter & Ashley, 2002):

Policy Information: This identifies the policy. It also contains version

information, the date range between which the policy is valid and re-

placement policy information.

Definitions: This defines all of the components that can be used in the
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EPAL rules. Data Users, Data Categories, Purposes, Actions, condi-

tions and obligations, would all be defined here.

Rules: These are all the rules defining whether users are allowed or denied

to perform actions on data categories, for which purposes and under

what conditions.

Table 2.3: EPAL Example Rule Components (Ashley et al., 2003)

Component Description

Privacy Rule Allow a sales agent or a sales supervisor to collect a cus-
tomer’s data for order entry if the customer is older than
13 years of age and the customer has been notified of the
privacy policy. Delete the data 3 years from now.

Ruling Allow

Data User Sales Department

Operation Store

Category Customer-record

Purpose Order-processing

Condition The customer is older then 13

Obligation Delete the record 3 years from now

Comparisons to P3P

P3P is well suited to express the high level policies required by Web sites,

but is not suitable for expressing internally enforceable policies. EPAL has

been designed specifically for the specification of internal enforceable privacy

policies (Schunter & Ashley, 2002). Another primary difference between

P3P and EPAL, is that P3P has a predefined set of data categories, data

users, purposes, operations, and choices. EPAL on the other hand, allows an

organization to define its own list of each of these.

2.6 Conclusion

This chapter introduced and discussed the concept of privacy. People’s con-

cerns over privacy and the reasons for these concerns were also addressed.
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Various technologies providing Internet users with a degree of anonymity or

pseudonymity were discussed. However, it was made clear that anonymity

and pseudonymity is not always possible or necessarily desirable, which lead

to the introduction of policies as a means to give users greater control when

having to release personal information. P3P was shown well suited to mak-

ing an organization’s intentions for personal information usage clear; but

not capable of enforcing policy statements. This lead to the introduction

of EPAL as a technological means whereby an organization can enforce its

privacy promises. Just as an aside, it is the author’s belief that despite the

criticisms levelled against P3P it has at the very least stimulated the privacy

debate. In fact the criticisms should serve as motivation for further research

in the development of more encompassing privacy protection technologies.

The Hippocratic log file proposal aims to serve such a purpose. Since this

dissertation focuses on log files as the source of private information, the next

chapter takes a more in-depth look at log files as a source of possibly private

information.
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Chapter 3

Log Files

The previous chapter addressed the topic of privacy and growing user pri-

vacy concerns, particularly when transacting on the Internet. Various tech-

nologies and mechanisms aimed at addressing these concerns were also dis-

cussed. These technologies and mechanisms include the use of anonymity

and pseudonymity in protecting user privacy. However, it was previously

emphasized that anonymity and pseudonymity is not always possible. In

such cases users’ personal information may be recorded.

This dissertation focuses on log files as such a collector of private and

personal information. While it is true that many kinds of log files exist, the

remainder of this chapter will primarily concern itself with those responsible

for the logging of Internet activity. The chapter will take the following format.

Section 3.1 will provide a brief set of definitions and overview of Web log

files. Section 3.2 will identify the information that can and is recorded by

Web servers. Some of the reasons for the recording of log file information is

covered in section 3.3. Section 3.4 will argue why log files do indeed pose a

privacy threat. The impact of privacy protection mechanisms, with respect

to the recording of information in log files, will be examined in section 3.5.

3.1 Log Files

In the most general terms a log file can be defined as a file that maintains a

list of actions that have transpired on a system. In many ways log files can be

equated to an aeroplane’s “blackbox”, by the manner in which they provide

a record keeping of system and network activity (Sarma & Mohirikar, 2003).

31
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Log files pervade the computing environment. They can be found on

stand-alone computers in operating systems, Web browsers, applications and

E-mail; and they can be maintained by Web servers, databases and network

devices to provide thorough tracking of all system activities. Each log file

provides evidence of what has transpired within a system or application e.g.

deleting an e-mail may not remove all trace of that e-mail, an e-mail log will

contain the trail left behind by that e-mail.

The Internet has become a focal point for information logging. Every

action of a user on the Internet is logged somewhere. One of the prime

locations for logging user activity is the Web server log file. The Web server

log file is a list detailing all the files it was requested to send and whether

it was able to send them successfully (ExactTrend Software, 2001). The log

files are stored as plain text and entries are generated every time a visitor

accesses the Web site. When a user requests a page from a Web site, certain

pieces of information are transferred from the server to the user’s machine.

The log file will contain one line of text for each “hit” to the Web site. A hit

merely refers to the retrieval of a file from a Web site (Haynes, 2002). Since

a Web page can include many graphics and other associated files, a request

for a single page can result in multiple entries in the log file (ExactTrend

Software, 2001). In other words each separate file accessed on a Web page,

including HTML documents and graphics, count as a hit. The Web server

log file will thus keep a very detailed account of the data transfer occurring

between a user and the Web server. Various log file formats exist and logs

may differ from business to business or indeed from Web site to Web site.

However, regardless of the format or platform, most Web server log files

record similar information. This will be viewed in greater depth in the next

section.

3.2 Log File Information

Before one can argue whether log files pose a privacy threat it is important to

understand the information recorded in the log file. The best way to explain

this information is by means of a practical example. Below is a sample Web

log file entry, followed by the name and description of each individual field

within the entry. While the example used is specifically one of a Web server
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log file, similar information is recorded by other log file types.

123.123.123.123 - - [25/Jun/2004:13:22:15 -400] "GET /cricket.htm

HTTP/1.1" 200 3456 "http://www.google.com/search/?q=cricket"

"Mozilla/4.0 (compatible; MSIE 5.5; Windows NT 5.0)"

"USERNAME=Andrew;TEAM=Proteas"

• IP Address: 123.123.123.123

This is the IP address of the machine that contacted the Web site and

made a request.

• Remote Username: -

RFC1413 defines a protocol used to determine the identity of a client

that requests a resource from the server. This would be the user name

of the client on the system from which they are connecting. It is seldom

used on Internet servers, hence the first ‘-’ following the IP address,

indicating an unknown user name.

• Authuser: -

When a user accesses password-protected content, this field will contain

his username used for authentication. For normal unrestricted requests

their is no username to record, hence the ‘-’ indicated in this entry.

• Timestamp: [25/Jun/2004:13:22:15 -400]

This is the time that the user issued their request as seen by the server.

• Request: \GET /cricket.htm HTTP/1.1

The HTTP request line is recorded exactly as it comes from the user.

In this case it was a ‘GET’ request for the file cricket.htm using the

HTTP/1.1 protocol.

• Result Status Code: 200

This is the HTTP status code returned to the client. In this case the

value 200 indicates success. If the requested file did not exist or could

not be found then the code would have been 404.

• Bytes Transferred: 3456

This is the number of bytes transferred from the Web server to the

user. If it matches the actual file size it would indicate a successful
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download. If the byte size was less it would suggest a failed or partial

download.

• Referrer URL: http://www.google.com/search/?q=cricket

The Referrer URL refers to the Internet location of the user immedi-

ately prior to requesting the current file. In this example the user came

from a search engine page and as such the search criteria that the user

used is also visible.

• User Agent: Mozilla/4.0 (compatible; MSIE 5.5; Windows NT 5.0)

The user agent is a reference to the software that the user used to make

the request as well as the operating system running on their system.

Software making Web requests would usually be browsers but could

also be Web robots, link checkers or FTP clients. The actual string

that is recorded in the log file is set by the software manufacturer. In

this example the user was using Microsoft Internet Explorer 5.5 running

a Windows 2000 operating system.

• Cookies: USERNAME=Andrew;TEAM=Proteas

Cookies are pieces of information that can be stored on a user machine

by a Web server. When a user makes subsequent requests, the pre-

viously stored cookie information can be returned to the Web server.

Thus, provided the Web server is configured to log cookies, cookie in-

formation will be logged.

It is thus clear that extensive information is stored within log files. Before

considering the privacy implications of such information, it is necessary to

identify reasons for its collection.

3.3 Reasons for Logging Information

Initially, the primary purpose of log files was to measure server load for

diagnostic and planning purposes. However, increased network connectivity,

the explosive growth of the Internet and consumer uptake of e-commerce

have supplied additional reasons for the logging of information. The following

sections review some of these uses for logged information.
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3.3.1 Intrusion Detection and Computer Forensics

Due to the continued growth of Internet popularity, millions of people are

now online. By creating a web presence a company may expose its internal

network to these self-same millions. If only one percent of these users have

malicious intentions, the security implications are substantial (Belgers, 1996).

In many ways log files can be equated to an aeroplane’s “blackbox” which

records aircraft activity. In the event of a crash, this blackbox can provide

valuable information that can help determine the cause of the crash. Log

files provide a similar service by the manner in which they provide a record

of system and network activity (Sarma & Mohirikar, 2003).

A connection to the Internet has forced most companies to implement

firewall technology. Firewalls can also provide important logging and audit-

ing functions, for example, logging the kinds and amounts of traffic passing

through the network (Curtin & Ranum, 2000; Sarma & Mohirikar, 2003).

Intrusion detection systems can make use of log file information as a data

source, allowing them to identify tampering or malicious activity within a

system. Once such activity is discovered, the log can provide valuable infor-

mation such as the time of the attack, geographic location of the intruder

and the break in-route of the intruder (Thomas, 2000). However, not only

do log files allow the monitoring of possible intruders, but they can also be

used to monitor the network activities of known users, such as employees.

3.3.2 Monitoring Employee Activity

The monitoring of employee activity is a contentious issue. The number

of employees with Internet access has grown substantially in recent times.

Along with this growth have come problems of decreased productivity, illicit

communication of company secrets, and the accessibility to inappropriate

material such as pornography (Nicolai Law Group P.C., 2001). Thus, pri-

vacy implications aside, employers have many valid reasons for using log file

information to monitor employee activity. “Just as deadbolts and sophis-

ticated alarms don’t do much good if the thief is already inside the house,

having computer network firewalls without monitoring employee activity can

be equally ineffective inside the work-place”(Somerville, 2002). Actions taken

by employees in misuse of the company network have definite implications
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for their employers. These implications may be legal, for example, down-

loading pirate software, or economical, for example, using valuable company

bandwidth for music streaming (Somerville, 2002). Although it is obviously

important from an information security perspective to identify ill-willed be-

haviour from intruders and employees alike, log file information could also be

very useful to learn more about visitors that a Web site may attract. This

leads to a third use for log files: statistical analysis.

3.3.3 Statistical Analysis

It goes without saying that any company giving itself a web presence wants

to attract visitors to its site – be this for reasons of e-commerce, or purely

for the purposes of conveying their message to a larger audience. In order

for a company to determine how effective its site is, it will need to track

and measure their results. The web server logs capture valuable information

that can be analyzed using a log file analyzer. The information that such

an analysis yields includes most requested pages, least requested pages, top

entry page, top exit page, single access pages, top referrer, search strings

leading to a site, conversion rate of visitors to buying customers, and errors,

such as links to non-existing pages. Only once it is known how visitors act

on a site will it be possible to make the changes necessary to make the site

more effective (Bailey, 2000; Internet Marketing Engine, 2001).

Statistical analysis need not require the use of personally identifiable in-

formation. Its major purpose is gaining an overall impression of the effective-

ness of a Web site and pages within the site. However, personal identity could

serve as a useful means of grouping related actions. Also, if companies want

to adapt offerings based on individuals (or even groups), then that identity

will have to be linked to future visits for the purpose of personalization.

3.3.4 Web Site Personalization

E-commerce continues to grow and likewise the competition amongst players

in this arena increases. Personalizing the web experience for individuals holds

great potential in winning new customers and increasing existing customer

loyalty (Mulvenna, Anand, & Buchner, 2000). Personalization involves us-

ing information known about the user of a Web site, to customize that site



3.4. LOG FILE PRIVACY THREATS 37

to better suit his needs or preferences. Thus, personalization requires the

creation of user profiles, and Web log files provide an additional information

source for the development of profiles. In addition, patterns in user naviga-

tional behaviour may be discovered, by applying data mining techniques to

log file information (Eirinaki & Vazirgiannis, 2003).

3.4 Log File Privacy Threats

There is a question that needs to be answered clearly namely, “can users be

personally identified by the information contained in log files?” Table 3.1,

which represents some abbreviated log file data, will be used to help answer

this question.

Table 3.1: Log File Entry

IP Address Timestamp Request Referrer URL Cookie

192.232.123.136 5/Jun/2004:13:22:15 /frogs.htm http://www.google.com/search/?q=frogs -

192.232.123.136 25/Jun/2004:13:23:25 /index.htm http://www.google.com/search/?q=reptiles -

192.232.123.136 25/Jun/2004:13:24:15 /toads.htm http://www.reptiles.com/frogs.htm user=fred@mail.com

192.232.123.136 25/Jun/2004:13:23:25 /frogs.htm http://www.reptiles.com/index.htm user=bob@mail.com

192.232.123.136 26/Jun/2004:13:26:25 /index.htm http://www.anywhere.com user=fred@mail.com

The most common piece of information that could be used to link back

to an individual is the IP address. The data in table 3.1 is all for the same

IP address. Making the assumption that this points to one individual would

be incorrect in the majority of cases. Most people surf the Internet using

an ISP, or from their place of work, quite possibly going through a proxy

server. In such cases the IP address would be one assigned by the ISP or

that of the proxy server itself. Thus, an IP address recorded in a log file

could represent multiple users, as in the case of a proxy server. Two distinct

IP addresses could well be a single user, assigned a different IP address for

two distinct browsing sessions by their ISP. ISPs and proxy servers can of

course keep a log of which user was assigned which IP address at any point

in time (Kerkhofs, Vanhoof, & Pannemans, 2001). Were this information to

be made available to a Web site contacted by a user, it would be a trivial

task to correlate the provided information with their own log files and so

personally identify the user.
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Many Web sites provide certain services only if the users subscribe for

their use. Users register by providing a username and password with which

they may access the subscription services. Once users log into the site with

their username and password, their username may be recorded in the Web

log file for each subsequent activity, as shown in section 3.2. Thus, each

log entry becomes personally identifiable, thereby facilitating the tracking of

individual users as they navigate a Web site (Tec-Ed, Inc., 1999). However,

when users subscribe to a site they have taken a conscious decision to do

so. By providing true information they can be expected to be identified each

time they return to the site. There are, however, means to identify returning

users without affording them the opportunity of making such an informed

decision.

Cookies can also be used as a means to identify individual Web users. On

the first visit to a Web site, some form of personally identifiable information

may be obtained from a user and stored in a cookie on a user’s machine. In

section 2.2, under the discussion of Internet specific threats, it was stated

that cookies can only collect personal information voluntarily surrendered.

However, it was also stated they may do so for one purpose, oblivious to the

fact that it might be used for another. Suppose a user visits a site and is

promised a monthly newsletter if they provide their e-mail address. The user

may well be enticed to do so and in a snap that e-mail address can be placed

in a cookie providing the information to personally identify that individual

on a return visit. That cookie will now be returned to the creating server

with each subsequent request. Observe the data in table 3.1, notice that as

stated the IP address is the same for all entries. However, notice that once

users have provided their e-mail addresses, the stored cookie is returned to

the server for each request thereafter.

Another potential privacy threat posed by log files, is their use as a data

source for the purposes of data mining. Cavoukian (1998) defines data min-

ing as “a set of automated techniques used to extract buried or previously

unknown pieces of information from large databases.” Log files can contain

detailed information of a user’s online activities. Seen in isolation individual

log file records might seem harmless enough. However, data mining algo-

rithms allow such recorded data to be combined and analyzed, potentially

creating user profiles (Tavani, 1999). When these profiles can be associated
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with a particular individual, the implications may be significant. They may

entail financial implications, for example, being placed in a high-risk insur-

ance category with higher premiums, or just downright embarrassing, for

example, men with a penchant for wearing baby nappies.

Thus, there are ways of using log files to personally identify individual

users with definite privacy implications. How then can the tools and mecha-

nisms discussed in sections 2.3, 2.4 and 2.5 protect users’ privacy with regards

to this information? Section 3.5 will briefly explore this question.

3.5 Log Files and Privacy Protection Mech-

anisms

Section 3.4 made it clear that there are ways of personally identifying in-

dividuals from log file information. With this in mind this section briefly

revisits the mechanisms highlighted in sections 2.3, 2.4 and 2.5 to examine

the role they can play in protecting individual privacy with regard to log file

information.

3.5.1 Anonymity

The goal of anonymizing tools is to protect the privacy of users by making

it difficult for Web sites to determine the source of a request. Anonymizing

services typically submit requests to Web sites on behalf of its users. Because

the request is submitted by the service, the only IP address recorded in a

Web site’s log file is that of the anonymizing tool itself. However, section 3.4

showed that in most cases it is difficult to identify an individual from an IP

address alone, due largely to the manner most users surf the Web. Of course

an IP address may not be able to identify an individual, but it can possibly

identify the organization from which they gain access to the Internet. So

removing IP addresses from requests can still play a part in privacy protection

of log file information. It is worthwhile mentioning again however, that user

requests are not anonymous to the anonymizing service or for that matter

from their Internet service provider (Cranor, 1999; Treese, 2000).

A user using crowd technology rests assured knowing that the IP address

recorded in a contacted Web site’s log file, may be that of any member of
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the crowd. However this may well be a double edged sword. Let’s say for

the sake of argument, a person in a crowd has an IP address that uniquely

identifies them. This identity may be protected at the sites visited, because

the chances are that the IP address recorded there will be that of another

crowd member. But what about the requests made by other crowd members?

Their requests can result in this persons IP address being recorded in a log

file somewhere. What of the fact that a person may be identified at a site

that he has never visited?

Onion routing is aimed at providing private communication between two

parties, and on its own would not impact on the information that is recorded

in a destination log file.

Of course users aiming for anonymity, will have to be very careful what

information they release. If personally identifiable information is stored in a

cookie, then protecting IP address information may be of little use.

3.5.2 Pseudonymity

Pseudonymity tools provide users with pseudonyms for use on sites requir-

ing user names and passwords. Sites requiring registration may record user

names in their log files. A user’s privacy can therefore be protected if the

recorded user name is in fact a pseudonym. Once again the information users

release which may end up in a cookie, can negate all the benefits provided

by pseudonymity.

3.5.3 Privacy Policy Specification

As mentioned previously many Web transactions require the release of per-

sonal information and in such cases anonymity and pseudonymity cannot be

employed (Tavani, 1999; Olivier, 2003). Privacy policies will have no impact

on what information is recorded in a log file as their aim is to inform users

of information collection, as in the case of P3P, and to protect information

after it has been recorded, EPAL.

The task of P3P policies is to inform users of what information is col-

lected, and what the intended uses of that collected information may be. The

manner in which P3P caters for defining the data collected in Web log files is

of particular importance for this dissertation. P3P deals with log file infor-
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mation using the dynamic data set, and specifically the clickstream and http

data elements contained therein (P3PWriter, 2004). The clickstream element

should apply to almost all Web sites and represents the information found in

a standard Web server log file i.e. IP address, URI of requested resource, size

of response etc. The http element caters for additional information within

the HTTP protocol, for example, user agent information (World Wide Web

Consortium, 2002c). Web sites can specify they collect all data contained

within the dynamic.clickstream and dynamic.http elements, as shown in

Figure 2.6. Alternatively, sites with more limited data practices can choose

to list specific elements for example,

<DATA ref = "#dynamic.clickstream.uri" />

<DATA ref = "#dynamic.clickstream.clientip" />

An interesting fact regarding Web logs is that many small Web sites,

hosted by third parties fail to make mention in their privacy policies that log

data is collected. They themselves may not be collecting data, but the site

host most likely will (P3PWriter, 2004). For the most part the P3P purposes

of “Web Site and System Administration” and “Research and Development”

will cover the collection purposes of log information. However, log file infor-

mation can be combined with more personally identifiable information. In

such cases additional purposes must be specified in the privacy policy, for ex-

ample, the purposes of “Individual Analysis” and/or “Individual Decision”

(P3PWriter, 2004).

3.6 Conclusion

This chapter explained the information most commonly recorded in log files,

with a specific example of a Web server log file. Reasons were provided as

to why this information recording takes place. Due to the fact that person-

ally identifying information can be recorded, it is important to ensure that

recorded information remains private. P3P policies can provide information

to users regarding the information collected in log files. However, it was

established that P3P does not cater for technological enforcement to ensure

that collected information is used only for the intended purposes. EPAL

was introduced in chapter 2 as a possible technological mechanism for policy

enforcement. The chapters that follow address further such technologies.
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Chapter 4

Hippocratic Databases

“And about whatever I may see or hear in treatment, or even without treatment,

in the life of human beings – things that should not ever be blurted out outside –I

will remain silent, holding such things to be unutterable” - Hippocratic Oath1

“For the dynamic, pervasive computer environments of the future, give

end-users security they can understand and privacy they can control”

(Computing Research Association, 2003)

Chapter 2 of this dissertation highlighted privacy concerns, particularly

when transacting on the Web. The Internet makes it a trivial task to auto-

matically collect and store data; chapter 3 showed how log files can be used

to harvest and process personal information. The privacy problem is fur-

ther exacerbated by the fact that current tools for information collection and

management, have not been designed to support the right to privacy. This

technical oversight contributes greatly to the misuse of information collected

from users of the World Wide Web (Bayardo & Srikant, 2003).

In a paper titled “Hippocratic Databases”, Agrawal et al. (2002) outlined

the concept of integrating the right to privacy within database management

systems. Their proposed database system was inspired by the medical Hip-

pocratic Oath, hence the term “Hippocratic Database”. A founding tenet of

a Hippocratic Database system is that it should be responsible for the pri-

vacy of data it manages. Ten principles of Hippocratic database systems have

1Translation by Heinrich Von Staden, In a pure and holy way: Personal and Professional

Conduct in the Hippocratic Oath. Journal of the History of Medicine and Allied Sciences

51 (1996) 406-408.

43



44 CHAPTER 4. HIPPOCRATIC DATABASES

been defined. The initial concept of Hippocratic database might well have

been inspired by the Hippocratic oath, the outlined principles are, however,

deeply rooted on the idea of “Fair Information Practices”. These practices

are themselves based on the privacy principles outlined by Organization for

Economic Co-operation and Development (OECD) in 1980 (OECD, 1998).

The Hippocratic designers further outlined a strawman design along with a

set of use cases against which Hippocratic databases could be tested.

The remainder of this chapter serves as a summary discussion of the con-

cept of Hippocratic Databases. This background knowledge is required before

tackling the task of applying Hippocratic principles to log files. Section 4.1

will outline the 10 Hippocratic database principles. This will be followed by

a section addressing the strawman design of a Hippocratic database archi-

tecture proposed by Agrawal et al. (2002). Section 4.3 will summarize some

Hippocratic database challenges identified by the designers.

4.1 The Ten Hippocratic Principles

The OECD guidelines specify eight key privacy principles (OECD, 1998),

while the designers of Hippocratic databases propose ten (Agrawal et al.,

2002). Their ten principles aimed at governing the use, disclosure, retention

and security of personal information. The ten Hippocratic principles are

summarized below.

Purpose Specification For personal information stored in the database,

the purposes for which the information has been collected shall be asso-

ciated with that information.

The purposes for which information may be collected will vary from or-

ganization to organization. In large part purposes will be determined

by the type of organization, the context and content of the collected

information and the transaction that collected the information. For

example, an online music seller may require a customer’s purchase his-

tory to facilitate making recommendations, while a census bureau may

require age and other demographic information for the purpose of pop-

ulation management and future economic planning.
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Consent The purposes associated with personal information shall have con-

sent of the donor of the personal information.

In other words, for every purpose for which information is collected, the

donor should have the choice of either providing or denying consent.

Providing consent may take the form of opting-in, i.e. no information

can be collected until there is donor consent to collection, or opting-

out, i.e. information is collected until consent to do so is denied by

the donor. Thus, for online music sellers to use purchase history for

recommendations, they would have to make provision for customers to

either opt-in or opt-out of the recommendation purpose.

Limited Collection The personal information collected shall be limited to

the minimum necessary for accomplishing the specified purpose.

The information that needs to be collected for any given purpose must

therefore be carefully contemplated. Only information truly required

to achieve a purpose may be collected. If customer purchase history

is used to make recommendations, there can be no justification for

collecting their telephone numbers for this purpose. Similarly a census

collection for population management should not require details of the

purchases made by an individual,

Limited Use The database shall run only those queries that are consistent

with the purposes for which the information has been collected.

Thus, access to information must be carefully controlled to ensure that

when a query is performed for a particular purpose, only the informa-

tion collected for that purpose is returned. The marketing department

of an online music vendor may issue a query for credit card numbers

for the purpose of customer recommendations. Such a query should

not be allowed to run since credit card numbers would not have been

collected for the stated purpose.

Limited Disclosure The personal information stored in the database shall

not be communicated outside the database for purposes other than those

for which there is consent from the donor of the information.

In other words, users must provide consent not only for the purposes of

collecting information, but also consent to with whom the information
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may be shared. A customer agreeing to receive recommendations from

the current music seller does not imply that his purchase history can

be sold to other companies for marketing purposes. Such a practice

would bring about another purpose for information collection which

would again require user/customer consent. A patient on the other

hand may well consent that his doctor share his medical history with

medical colleagues, particularly if it might facilitate diagnosis or a cure.

Limited Retention Personal information shall be retained only as long as

necessary for the fulfillment of the purposes for which it has been col-

lected.

Once the purpose for which information was collected has been achieved,

the information should be purged. A customers credit card number may

be required to complete an online purchase. However once the purchase

is complete, the credit card number is no longer required. Purchase his-

tory details, on the other hand, may be required for an extended period

of time.

Accuracy Personal information stored in the database shall be accurate and

up-to-date.

Thus, checks must be in place to ensure that all collected information,

and any subsequent modification of information results in accurate and

up-to-date data. For example, verifying a customers shipping address

prior to saving the data.

Safety Personal information shall be protected by security safeguards against

theft and other misappropriations.

This principle thus requires adequate security safeguards to prevent

theft and other mischief. Authentication mechanisms will ensure that

only legitimate users gain access to the database, whilst authorization

checks will make certain that authenticated users only gain access to

information to which they have been granted access. As an added

protection, sensitive information might even be encrypted. All of these

mechanisms combined, will play a vital role in ensuring the confidential-

ity and integrity of stored information, and hence, greater user privacy.
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In other words individuals wanting access to data should be authenti-

cated, sensitive data should be encrypted etc.

Openness A donor shall be able to access all information about the donor

stored in the database.

The essence of this principle is to allow the donor to confirm what infor-

mation is being stored in the database. Thus customers whose purchase

histories are stored, should be given access to view for themselves, the

information pertaining to their purchase history.

Compliance A donor shall be able to verify compliance with the above prin-

ciples. Similarly the database shall be able to address a challenge con-

cerning compliance.

Thus, a detailed accounting will have to be maintained of who accesses

information, for what purpose and when the access took place. A

customer of the online music store may wish to verify that information

is only being used for the purposes to which consent has been given.

Having discussed the principles on which Hippocratic databases are based,

the focus now shifts to an architecture which can be implemented to adhere

to and enforce the 10 Hippocratic principles.

4.2 The Hippocratic Database Architecture

In a summary of current database systems, Agrawal et al. (2002), cite Ullman

(1988) who considers two properties fundamental for a database system:

• the ability to manage persistent data; and

• the ability to access large amounts of data efficiently.

In addition to these two properties they further postulate that certain capa-

bilities are universal to database management systems:

• Support for at least one data model.

• High level language support for data structure definition, data access

and data manipulation.
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• Concurrency control in the form of transaction management.

• Controls to ensure authorized data access and data validity.

• A means to recover from system failure with minimal loss of existing

data.

In defining the concept of Hippocratic Databases, the designers were very

clear on two points. Firstly, a Hippocratic database will need all of the ca-

pabilities available in current database systems. Secondly, in the interests

of privacy preservation, efficiency, while still important, may not be the cen-

tral focus. Instead, ensuring that data is used for the purpose for which it

was collected will be the overriding concern. The strawman architecture (see

Figure 4.1) outlined by the Hippocratic database designers, serves not as a

blueprint, but rather as a road-map for future development on the path to

the realization of a fully functional Hippocratic database system.
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Figure 4.1: Strawman Architecture (Agrawal et al., 2002)

Each one of the major architectural components will be outlined in the

subsections that follow.
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4.2.1 Privacy Metadata

Privacy metadata tables are the means by which the purposes of data collec-

tion are defined. Each piece of collected information must be associated with

the purpose(s) for which it is collected. Additionally, the following needs to

be described and defined by the metadata:

• the external-recipients: with whom may this information be shared,

• the retention-period: the duration of time that the collected informa-

tion is to be stored, and

• the authorized-users: the set of users and/or applications who may

access the information.

Creating the metadata tables can be made easier by the privacy metadata

creator. Its task would be to automatically generate the required metadata

tables using the organizations privacy policy as its data source.

4.2.2 Data Collection

Prior to a user releasing information, the Privacy Constraint Validator will

verify that the organization’s privacy policy is in line with the user’s privacy

preferences. An audit trail of a user’s acceptance of the privacy policy must

be maintained to address any future challenges regarding compliance. Once

user acceptance has been obtained, data can be inserted into the database.

Along with each stored attribute, the purposes to which the user has agreed

to must also be stored. In order to address the principle of accuracy, the

Data Accuracy Analyzer should perform data accuracy checks. This may

take place prior or after data insertion.

4.2.3 Queries

An audit trail of all queries must be maintained to address compliance chal-

lenges, as well as to enable external privacy audits. There are essentially

three phases that take place in the fulfillment of a Hippocratic database

query.
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Before Query Execution: A check must take place to ensure that the per-

son or application initiating the query is indeed among the list of au-

thorized users. Once authentication has occurred, the Attribute Access

Control unit should ensure that all of the requested attributes have

a collection purpose matching the query’s purpose. If a mismatch is

detected the query should not be allowed to run.

During Query Execution: It is the task of the Record Access Control unit

to ensure that only the data of users who have provided consent to the

query purpose be returned. In other words, query results should be

filtered of all users who have not provided consent to the query purpose.

After Query Execution: As with any technology that aims to address se-

curity or indeed privacy, there are always unscrupulous persons who

may act unethically. An authorized user may issue a query for infor-

mation and then attempt to use the information for their own personal

gain or general mischief, for example, stealing customer email addresses

to sell to direct marketers. To this end, a Query Intrusion Detector an-

alyzes all query results to identify queries whose access pattern does

not correlate with the normal access pattern of queries by that user for

the given purpose. A Query Intrusion Model is used to model normal

user access patterns and is used by the detector to identify potential

misuse or intrusions.

4.2.4 Retention

The Data Retention Manager is responsible for deleting all information whose

retention period has expired.

4.2.5 Additional Features

The Data Collection Analyzer will examine all queries for all purposes to

determine:

• Any data collected but not used. In other words ensuring adherence to

the principle of limited collection.

• Any data held for longer then required, thus supporting the principle

of limited retention.
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• Whether persons have unneeded authorizations for queries with a given

purpose. This will play a vital role in ensuring the principles of limited

use and limited disclosure.

4.3 Challenges to Hippocratic Databases

During the course of designing the strawman architecture the designers iden-

tified some problems and challenges. This subsection presents a summary of

their findings.

4.3.1 A Policy and Preference Language

The specification of policies lies at the very heart of Hippocratic databases.

The Hippocratic database designers believe that P3P and APPEL form a

solid base for the expression of privacy policies and privacy preferences re-

spectively. However, since P3P was geared towards the Web and Web shop-

ping, they recommend building on the work of P3P to provide greater support

for the richer environments in which they envisage Hippocratic databases op-

erating. The efforts of Karjoth et al. (2002) are cited by the designers as work

towards this end. Their work on EPAL was discussed in section 2.5.

4.3.2 Efficiency

Efficiency of record processing is an important aspect of modern database

systems. This efficiency has been brought about by years of fine tuning

record processing code. It has already been stated that processing efficiency

will not be the primary focus of Hippocratic databases. However, efficiency

cannot be completely ignored. A means must be found to process the extra

overheads of protecting privacy in an efficient enough manner, so as to make

Hippocratic databases viable.

4.3.3 Limited Collection

Ensuring that a database stores only the minimal information required to

achieve all the purposes, and that queries access only the information required

to fulfill its purpose, is a non-trivial endeavour. To achieve this goal three

tasks need to be undertaken, each with their own challenges.
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Access Analysis: Analyze the queries for each purpose to determine at-

tributes that are collected for a purpose but not used. On the face

of it, this seems like a simple matter of a union of all attributes men-

tioned in the set of queries for a given purpose. However, consider the

following example. A mortgage application only needs to know about

a user’s assets when his salary is below a certain threshold. When the

salary is not below the threshold it creates the impression that asset

information is not required for the purpose. However, when the salary

is below the threshold asset information is indeed required.

Granularity Analysis: Analyze the queries for each purpose, and for each

numeric attribute, determine the granularity of information required.

This can be motivated by the following example: a database may store

the number of children that each of their customers have. If queries

only ever ask “NumChildren > 0” or “NumChildren = 0”, a case can be

made that storing the value as a boolean provides sufficient granularity.

Minimal Query Generation: Generate the minimal query required to achieve

the query goal. A certain amount of redundancy in application code

may result from access analysis and granularity analysis – hence the

need for minimal query generation.

4.3.4 Limited Disclosure

Allowing users the ability to dynamically choose the external recipients of

their private information poses challenges for limiting disclosure. The Hip-

pocratic designers show identity theft as one such problem. They propose

that public-private key cryptography offers a possible solution, but concede

deploying this solution poses its own challenges.

4.3.5 Limited Retention

Adhering to the principle of limited retention seems simple enough. On the

face of it, it would appear that information should be deleted when it is no

longer required. However, data is not only stored in the data table, but in

the database logs and past checkpoints. Deleting data from these logs and

checkpoints, without affecting recovery will be a challenge.
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4.3.6 Safety of Information

Controlling the access to tables can primarily be controlled by the database

system. However, the storage media on which the tables are stored may

be vulnerable. For example, someone with super user authority may not

have permission to access a table, but may gain access to database files

using the operating system. While encryption of database files may help, the

performance implications it entails will need serious consideration.

4.3.7 Openness

Even the principle of openness, which on the face of it appears easy, has

its own challenges. Users should be able to determine if a database has

information stored about them. However, in allowing this determination,

the database should not know who issued the query, if they in fact hold no

information of the querying user. Additionally, a user whose information is

not stored, and who initiates a query for information, should learn nothing

beyond the fact that no information is stored.

4.3.8 Compliance

Generating audit trails of every access to personal information and making

this available to users, can be a powerful means to protect privacy. Doing

this without paying a large performance penalty is a challenge. A potential

solution may be the use of a trusted intermediary. Rather then sending the

logs to each individual user, they may be sent to the intermediary. Users can

then access log information on demand from the intermediary.

4.4 Conclusion

This chapter served to summarize the concept of Hippocratic Databases.

Specific attention was given to the Hippocratic principles, an architecture

for Hippocratic database implementation and challenges to its widespread

adoption. The focus of the next two chapters is the answering of the funda-

mental question of this dissertation, namely: “Can the privacy principles of

Hippocratic databases be applied to log files?”. Chapter 5 aims to address the

applicability of the Hippocratic database principles to log files.



54 CHAPTER 4. HIPPOCRATIC DATABASES



Chapter 5

Hippocratic Log Files: The

Concepts

Hippocratic databases were discussed at length in the previous chapter. The

focus of this chapter will be to investigate the applicability of Hippocratic

database principles to log files. This will be achieved by discussing each

of the Hippocratic database principles in turn, with a view to gauging the

degree to which the principle could be applied to log files. Any challenges

to full compliance with the principles will be highlighted, as will suggestions

for adaptation in order to facilitate compliance.

5.1 Principles of Hippocratic Log Files

Discussing the conduciveness of the Hippocratic database principles is of

primary importance to this dissertation. Demonstrating this applicability is

required before any thought can be given to an architectural implementation

of Hippocratic log files.

The format of the discussion will be as follows. Each principle as laid

down by Agrawal et al. (2002) will appear in italics, with the word “database”

substituted with the words “log file”. After stating the principle, a short

discussion of the applicability of that principle to log files will follow.

55
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5.1.1 Purpose Specification

For personal information stored in the log file, the purposes for which the

information has been collected shall be associated with that information.

There should be no problem in mapping this principle to log files. Chapter

four of this dissertation presented a review of log files and included a section

on valid reasons for information logging to occur. Associating these collection

reasons with the personally identifiable information collected in log files, does

not seem to pose a problem.

5.1.2 Consent

The purposes associated with personal information shall have consent of the

donor of the personal information.

This is an admirable goal, and where possible the logging of personal in-

formation should adhere to it. However, there are reasons for logging infor-

mation which supersede the right of the individual to consent to information

collection – for example, intrusion detection and computer forensics. In the

interests of openness, honesty and the Hippocratic spirit, the fact that this

logging is taking place, should be communicated to users. Users can and

should, however, be afforded the opportunity to provide consent for other

purposes of information collection. For security reasons, a user should be

logged while they are deciding whether or not to provide consent to these

other purposes.

5.1.3 Limited Collection

The personal information collected shall be limited to the minimum necessary

for accomplishing the specified purpose.

As stated previously, certain purposes for information collection override

the users’ right to consent. When collecting information for intrusion detec-

tion and computer forensic purposes the “minimum necessary” may indeed

be as much as possible. One can argue that this still meets this principle’s

requirement, albeit that for this particular purpose the minimum informa-

tion required is as much as possible. At this juncture it is important to stress

that collection of information is a separate issue to the use of information,

as addressed by the next principle.
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5.1.4 Limited Use

The log file shall only permit queries that are consistent with the purposes for

which the information has been collected.

A maximum amount of information may have been collected about a par-

ticular user for intrusion detection and computer forensic purposes. However,

such information may not be used, say for purposes of statistical analysis, if

the user has not given his consent to such usage. In this way the principles

of limited collection and limited use, as they apply to log files, can operate

harmoniously.

This particular principle will, however, place additional requirements on

the manner in which most log files are currently stored. Log files should not

be stored as un-encrypted plain text. Doing so would make it too easy for

anyone with a text editor to view the information. Not all information con-

tained within a log file is equally privacy sensitive. For example, a username

has a much higher degree of sensitivity then say the date of access. Due to

this fact, encryption might only be required for the more privacy sensitive

log file information. A further storage requirement for log files is that they

should be stored in locations that facilitate and enforce proper access con-

trols. Access controls will need to ensure that only persons with the required

access rights are granted access to log file information. Only in this manner

can it be ensured that access to the log file takes place in accordance with the

purpose of the information and the consent to use that information provided

by the user.

5.1.5 Limited Disclosure

The personal information stored in the log file shall not be communicated

outside the log file for purposes other than those for which there is consent

from the donor of the information.

This principle overlaps with the principle of limited use, as disclosure of

information goes hand in hand with the use of information. Once again, for

this principle to be met, the issues raised in the previous subsection need to

be addressed, i.e. encrypting log file information and restricting access to log

information. During the course of a forensic investigation it may be required

to disclose personal information, for example, the IP address of a potential
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intruder. In terms of tracing offenders this seems reasonable. However, once

the information is in the hands of a third party, they may use it for a purpose

other than the one originally agreed to by the user.

Persons involved in computer forensics possibly need to undergo special-

ized training. This training might include the taking of an oath, prohibiting

the disclosure of personal information other than for forensic purposes. Vio-

lation of this oath could result in the offender no longer being able to practice

as a forensic professional. Another area that needs to be addressed is the

scenario where a log file must be examined by law enforcement officials for

the purpose of tracing a security offender. During the course of the inves-

tigation criminal activity unrelated to the initial security investigation may

be discovered. In most legal systems this evidence would not be admissible

in court. What this therefore implies is that the purpose for which access to

log information is sought be clearly noted.

5.1.6 Limited Retention

Personal information shall be retained only as long as necessary for the pur-

poses for which it has been collected.

When addressing intrusion detection and computer forensic issues, it may

not be possible to specify an exact length of time for which the information

is to be retained. However, the retention period should be reasonable. It

has been stated that for security reasons, user information must be logged

– even during the time when users are deciding whether or not to provide

consent to other information collection purposes. In the spirit of Hippocratic

databases, such information should be used for forensic purposes only, and

should therefore be retained for a very short period.

For other purposes of information collection, where the user has consented

to the use of information, the retention period can indeed be limited and

information purged once the purpose of collection has been achieved. For

purposes of statistical and trend analysis it may be required for information

to be retained for extended periods of time. However, information can be

aggregated and summarized, for example, by no longer storing information

on each page hit, but merely the total number of page hits. This aggregated

information can then still be stored and used for statistical and trend analysis,

while no longer containing any personally identifiable information.
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In the event that information is not summarized, it can be sanitized of

personally identifiable information, once the reasons for needing this infor-

mation have expired, for example, removing the IP address and usernames

from all log records. Limited retention is very closely linked to the principle

of purpose, i.e. the purpose for which information is collected will govern the

retention period.

5.1.7 Accuracy

Personal information stored in the log file shall be accurate and up-to-date.

This principle, as it applies to log files, is a non-issue. Databases require

the manual entry of information by humans. In such cases human entry

errors will always be a concern. Log file information collection, on the other

hand, is an automatic, machine-driven process and the same concerns of data

accuracy do not apply, and hence, data accuracy is unimpaired. It must be

remembered, however, that a machine will accurately record the information

it receives, but has no way of verifying that this information is correct.

5.1.8 Safety

Personal information shall be protected by security safeguards against theft

and other misappropriations.

The safety principle overlaps with at least two other principles, namely

limited use and limited disclosure. In order for the safety principle to be

met, previously raised issues need to be addressed, i.e. log files may need to

be encrypted and access control mechanisms need to be in place to enforce

users’ privacy preferences.

5.1.9 Openness

A donor shall be able to access all information about the donor stored in the

log file.

The issue that needs to be addressed here, is the degree of openness that

is required as it applies to log files. Should the information that is collected

for intrusion detection and computer forensics purposes be open for the donor

to see? This would give the opportunity for intruders into the network, to

view what information regarding their activities has been stored. This may
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then give them the opportunity to attempt to cover their tracks before any

intrusion is detected. Once again this highlights the need for the format in

which log files are stored and accessed to be addressed. If all information

regarding information donors is open for their inspection, then mechanisms

must be in place to ensure that this information cannot be deleted or altered.

The information collected for purposes to which the user has consented,

does not pose the same concerns as forensic information. Such information

should be open for inspection. The ability of users to access log files raises

a question – should such user access itself be logged? It has already been

motivated that the information in the log file will be accurate due to the

machine-driven nature of its collection. User inspection would thus primar-

ily be to see what information is stored, and not to check the accuracy of

information.

5.1.10 Compliance

A donor shall be able to verify compliance with the above principles. Similarly

the log file shall be able to address a challenge concerning compliance.

Ensuring that the principle of compliance is met, raises new issues and

challenges. A log file provides an audit trail of what has transpired on a

system or network. This raises the question of whether one needs a log file to

maintain an audit trail of accesses to that log file. What information would

such a log file contain? If this audit log file contains personally identifiable

information, will we once again need user consent for its collection? Another

possibility is for log files to be stored by a party trusted by the information

donor and the information collector. The role of this third party would be to

ensure compliance to the principles of Hippocratic log files. The involvement

of a third party in the process will itself raise new areas of concern, for

example, if the connection to the third party is interrupted, then information

that is required for security and forensic purposes will not be captured.

5.2 Conclusion

This chapter examined the application of Hippocratic database principles to

log files. Hippocratic log files could serve as a means of providing users with
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greater control over their personal information. Each of the ten Hippocratic

principles were discussed. This discussion raised several issues relating to

log files, that require resolution. These issues primarily revolve around the

format in which log files are stored; plain, un-encrypted text is not a viable

option. In addition, access control mechanisms to log file information must

ensure and enforce user privacy preferences.

Table 5.1 summarizes the findings and opinions regarding the applicability

of Hippocratic database principles to log files. Each row of table 5.1 contains

a principle followed by a compliance indicator. A ++ indicates potential full

compliance. A + indicates potential compliance, subject to limitations due

to security and forensic purposes of log files. A - indicates that a principle is

a non-issue. A ++* indicates potential full compliance, provided technical

issues regarding the manner in which log files are stored and accessed are

addressed.

Table 5.1: Hippocratic Log File Compliance

Principle Compliance

Purpose Specification ++
Consent +
Limited Collection +
Limited Use ++*
Limited Disclosure ++*
Limited Retention ++
Accuracy -
Safety ++*
Openness +
Compliance ++*

The applicability of the Hippocratic principles to log files appears to be vi-

able. There are indeed challenges to be overcome in order for full compliance

with the Hippocratic principles. From the aforegoing principles discussion,

the challenges facing Hippocratic log files parallel strongly those promulgated

by Agrawal et al. (2002). This should not be surprising since data is data,

whether it be stored in a database or a text file. From a security and ac-

cess control point of view, log files (as they are currently stored) are indeed

more vulnerable then databases. This is due to the fact of the richer secu-

rity and access mechanisms built within modern database systems. Chapter
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6 presents architectural issues related to the implementation of Hippocratic

log files. Particular emphasis will be placed on how this architecture can en-

able users to maintain greater control over personally identifiable information

collected unobtrusively.



Chapter 6

Hippocratic Log Files: An

Architectural View

Chapter 5 discussed the applicability of Hippocratic Database principles, and

concluded that this is indeed viable. This viability allows for the discussion

and development of a Hippocratic log file architecture. Such an architec-

ture should strive to provide users with security they can understand and

privacy they can control. This would be in line with one of the four grand

challenges for computing environments of the future, as identified by the

Computing Research Association (2003). The envisioned architecture should

shield users from technical details, while still placing them firmly in control

of their private information.

From a user perspective then, it is important to know what personally

identifiable information is stored in log files, the purposes for which this

information is stored, with whom this information may be shared and the

retention period for that information. The means provided for users to pro-

vide consent and specify privacy preferences should be user friendly and

intuitive. By enabling user preferences to play a vital role in the collection

and subsequent use of information gives them a greater degree of control of

their privacy. The ease with which users can secure and control their private

information, will aid in establishing trust relationships between users and in-

formation collectors. The technical architectural details, such as the physical

storage locations of log files, or the mechanisms required to control access to

log file information, can be well and truly hidden from users.

The two subsections that follow essentially depict two views of an ar-
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chitecture for Hippocratic log files. The first is a high level overview of

the interactions that would take place between users and Web sites in a

Hippocratic-enabled World Wide Web. Secondly, a layered view of Hippo-

cratic logs is presented which focuses on the primary processes that would

be involved in such an architecture.

6.1 A High Level View of a Hippocratic Log

File Architecture

Figure 6.1 represents a high level overview of a possible implementation of

Hippocratic log files. This architecture was designed to conform to the prin-

ciples espoused in section 5.1. A solid line on the diagram indicates an action

that will occur, while a dashed line indicates an action that may occur, de-

pending on user choices.

Users initiating requests would first be routed to an “unlogged” server

which performs limited logging - this is indicated by the (A) in figure 6.1. The

logs maintained by this server will be of a very temporary nature, for example,

24 hours. The idea of utilizing a completely unlogged server was considered,

but rejected due to possible security implications. At this “unlogged” server,

users will be informed that the logged server logs personal information for

the purposes of security and forensics. It can be made clear to them that

information collected for security reasons will only be used for security related

purposes. Any other reasons for which collected information may be used,

should be made clear. Thus, at this point users have the opportunity to

terminate communication if they so desire. Due to the temporary nature of

the logs on this server, any information they released will be discarded. This

ensures compliance to the Hippocratic principle of consent.

As stated previously in this dissertation, users may be logged when ini-

tiating requests either from their place of work, or through an ISP. In such

cases employers should inform employees of company logging policies and

ISPs should do the same for their subscribers.

The (B) in figure 6.1 indicates the point at which user privacy preferences

and consent choices come into play and is the main mechanism by which the

consent principle is enforced. There are a few ways in which this interaction
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could be managed.

• A user may have created a global set of privacy preferences to apply to

all sites. In such a case, user preferences can be compared to the site’s

privacy policy and if there is no mismatch, could be routed directly to

the logged server.

• A user may not have a global set of preferences or indeed a Web site

may wish to create user preferences according to a model of their own

choosing. In such a case, a site can inform users of the purposes of infor-

mation collection, recipients of collected information, retention periods

etc. Users can provide answers to presented questions, and in so doing

their preferences can be created and saved. Cookies may play a role in

this scenario. They would provide a means of recognizing return users,

negating the need to re-enter preferences, and allowing return users to

be automatically routed to the logged server. However, a means should

be available for users to modify their preferences.

In figure 6.1(C) and (D) indicate a user being routed to the main server.

By this time a user has agreed to the logging of information based on privacy

preferences. All activity occurring on the logged server is recorded to the

log file, as indicated by (E). All personal information that is logged will

contain the purpose(s) for which it is logged, thus adhering to the Hippocratic

purpose principle.

The (F) in figure 6.1 shows a request for log file information. Such a

request could be from within the organization itself, or potentially from a user

whose information has been collected. The degree of openness given to users,

with regards to log file information, raises several architectural questions.

In the first instance, should users be granted access to this information?

Secondly, if access is granted, should access not be controlled by an additional

server maintaining a copy of the log file? Thirdly, should all user accesses to

the log be themselves logged? An alternative to allowing users full access to

the log file would be to allow them access to the audit log only. In this manner

potential intruders may not see what information is stored, but legitimate

users will have a means to monitor when their information was accessed, and

for what purpose.
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Questions of openness aside, all requests, as indicated by (F) in figure 6.1,

would pass through a log query processor. Part and parcel of the query

processor’s responsibilities would be to enforce access control mechanisms.

These mechanisms would verify that the person requesting access is autho-

rized to view the information. They will also ensure that the information

returned or accessed, be restricted to those users who have consented to

its use. By maintaining strict access control, adherence to the principles of

limited use, limited disclosure and safety can be ensured.

All attempts to access the log file, successful or unsuccessful, should be

logged to an audit log, as indicated by (G) in figure 6.1. Logging these

accesses will aid in the enforcement of Hippocratic principles, particularly

the principle of compliance. Information contained in the audit log will

provide a history of who has accessed, or attempted to access, the log file.

The purpose for which the log file was accessed will also be recorded. If

access requirements are fulfilled, access to the log file(s) will be granted –

indicated by (H). The audit log can be referred to if questions of compliance

to Hippocratic principles are raised.
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Figure 6.1: High-level Hippocratic Log File Architecture
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Figure 6.2: A Layered View of the Hippocratic Log File Architecture

6.2 A Layered View of a Hippocratic Log File

Architecture

Figure 6.2 shows a layered view of the proposed Hippocratic log file archi-

tecture. The architecture has been abstracted to three layers. The first layer

consists of the log files themselves. Log files are shown to be “surrounded”

by the second layer, namely metadata. The function of this metadata would

be to store the purposes of information storage, data recipients, retention

period, as well as users’ consent choices, with regards to the collected infor-

mation. The details of how this metadata will be stored and formatted, be

it in XML, database tables etc., falls beyond the scope of this dissertation.

Log files are accessed either for information retrieval or information storage.

Surrounding log files with a layer of metadata would be the primary means

to ensure that all accesses to the log files, take place in accordance with

user consent choices. In other words, consent metadata must be considered,

before any access to log file information will be granted. The third layer, a

functional layer, comprises the three major applications needing access to log

files, as well as the mechanisms to capture consent and purpose metadata.

The following subsections will provide further procedural detail on each
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Figure 6.3: Setting Purpose Metadata

of the components of this functional layer. Many of the arguments and is-

sues raised were inspired and influenced by the original Hippocratic database

article of Agrawal et al. (2002).

6.2.1 Setting Up Purpose Metadata

Setting up purpose metadata would be the first step in establishing Hippo-

cratic log files. This process is depicted by Figure 6.3.

Each piece of personally identifiable information that will be collected in

log files must be identified. Once this has been done the purposes for which

information will be collected as well as the retention period should be clearly

defined and specified. A list of users/recipients who are allowed access to

this information should also be identified. This list will enable strict access

control to log file information.

Once all of the required purpose information is available, purpose meta-

data can be created and stored. As stated previously, the details of how

this metadata will be stored and formatted, fall beyond the scope of this

dissertation.

6.2.2 Capturing User Consent

The ability of users to provide consent to the use of log file information, for

purposes other then those of security, is key to the concept of Hippocratic

log files. As stated earlier in this chapter, users may themselves create a

set of privacy preferences to be used for all Web interaction. In the event of

sites wanting a greater degree over the creation of user consent metadata, the

procedure would be as that depicted by figure 6.4. A user will make an initial

request, for example, an attempt to access a Web site. If it is the first time

visiting a site they will be routed to an “unlogged” server. The purpose of

this server would be to provide a point at which users can view the reasons

for information collection and the site’s plans for its subsequent use. For
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security reasons, this server would itself need to log information. However,

users should be informed that these logs will be kept for a very short period

of time only. Thus, any user deciding to terminate communications at this

juncture, can rest assured that their information will be discarded within a

short while.

Users will further be informed of the need to record information for se-

curity reasons on the Web site which they requested. They will, however,

be allowed to choose whether or not to consent to other collection purposes.

Each of the collection purposes should be explained, and a mechanism pro-

vided whereby users can either grant or deny consent. Their consent choices

need to be stored as consent metadata. This metadata will be used to ensure

that any user information, subsequently stored in log files, will only be used

for purposes to which users have consented. Once user consent metadata has

been created, they can be routed to the site originally requested.

It is possible for employers to log the outgoing internet traffic of their em-

ployees, for example, by using a proxy server log. In the spirit of Hippocratic

log files, such practices should be made known. The employment contract

would be the ideal place for this disclosure, and also provide a means whereby

employee consent metadata can be captured.

6.2.3 Logging Information

During this phase, users interact on a server and their information is captured

and stored in log files. The Hippocratic principle of purpose specification,

requires that the purposes for which personally identifiable information is

collected, be stored along with the information. Exactly how purposes are

stored with personally identifiable information, is an issue that needs to be

resolved.

One alternative would be to store the purpose for which information is

collected along with every physical occurrence of such information. Such an

approach would of course greatly increase the physical size of log files, as well
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Figure 6.5: Log Query Analysis

as result in a great deal of purpose information repetition.

A further alternative might be to follow the approach as indicated in

Figure 6.2. Purpose metadata can be created. In so doing each field of per-

sonally identifiable information in a log file, could be linked to this purpose

metadata. This approach would minimize the storage implications that Hip-

pocratic log files might impose, as well as avoiding unnecessary repetition.

Regardless of the approach implemented, the purpose for which informa-

tion is collected, is a non-negotiable requirement and must be stored.

6.2.4 The Query Processor

The query processor will play a crucial role in ensuring that users’ information

is used only for the purposes to which they have consented. Figure 6.5 maps

out the major functionality that a Hippocratic log file query processor would

entail.

Any request to access log file information would be received by the query

processor. The first task of the processor would be to verify that the person or

process requesting information, has the required access rights to do so. Any

request failing authentication would be denied access to log file information.

The fact that there was an unsuccessful request will be logged for audit

purposes.

Successful requests for security related purposes, would see the query

processor draw the information directly from the log file. Security accesses

will not be subject to any user consent metadata constraints i.e. user con-

sent metadata need not be accessed when querying information for security

related purposes. However, all other requests would require that the query

processor interface with user consent metadata. During this interfacing, the

query processor would ensure that only the information of users who pro-
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vided consent for this particular purpose, be returned. Each successful log

file access will itself be logged for audit purposes. A further task of the

query processor will be to prevent the “privacy leak” problem identified by

LeFevre et al. (2004). These leaks occur when information about individ-

uals can be inferred from returned query results, despite adherence to user

consent choices.

It was mentioned previously that storing log files as plain un-encrypted

text poses problems. In the event of log files being encrypted, it would be a

further task of the query processor, or an additional encryption/decription

unit, to decrypt returned log file information.

6.2.5 Aggregation and Sanitization

Once the purpose for which personally identifiable information was collected

has been achieved, it should be purged from the log file. This is in keep-

ing with the Hippocratic principle of limited retention. The responsibility of

ensuring limited retention, is housed with the sanitization/aggregation ap-

plication of the architecture, as shown in Figure 6.2. This process would

typically involve determining when the retention period for information stor-

age has expired. Once this expiration is reached, there are three possible

alternatives to remove personally identifiable information.

The first and most drastic option would be to delete the entire log entry

i.e. delete personally as well as non-personally identifiable information.

A more moderate approach would be to aggregate log file information.

During such a process all personally identifiable information would be re-

moved and log file information would be summarized. Thus, for example,

information on each page hit might be removed and replaced with the total

number of page hits. The summarized information would still have value for

high level statistical and trend analysis.

The final approach would be to keep the log entry but to put it through

a process of sanitization. During this process log entries would be “de-

identified”. This would result in all identifying information, for example,

IP address, usernames etc., being removed. All non-personally identifiable

information would remain, and would still retain value for purposes such as

statistical and trend analysis.

Previously it was mentioned that in the process of collecting user consent
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metadata, users would be routed to an “unlogged” server. This server main-

tains log files of a temporary nature, for security reasons. If these logs are

indeed to be temporary, then they would need to be aggregated and sanitized

at a much faster rate then logs maintained by other servers.

6.3 Conclusion

Logging of personal information is a definite privacy concern for the owners

of personal information. It has however been established that, particularly

for reasons of security and computer forensics, information logging must take

place. To alleviate user concerns, means need to be developed to minimize

the privacy impact that this information holds. This can be achieved by

giving users more control over their information. They may not be able to

control its collection, but they can indeed have greater control over its use.

This chapter proposed two architectural views for Hippocratic log file

implementation. These architectures serve a similar purpose to the original

Hippocratic database strawman design in that they are not meant to be final

designs, but rather to raise relevant issues and questions. Further investiga-

tion and research is required to further refine and develop these architectures.

Chapter 7 will now present information of an exploratory prototype, devel-

oped to provide greater understanding and to practically demonstrate certain

architectural components of Hippocratic log files. This prototype places par-

ticular emphasis on the role of the Hippocratic log file query processor.
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Exploratory Prototype

In chapter 6 of this dissertation several Hippocratic architectural issues were

discussed. Two views of a Hippocratic log file architecture were proposed

and are represented by Figure 6.1 and Figure 6.2. One of the fundamental

components highlighted by these architectural views, was that of the query

processor. The query processor was said to be responsible for the enforce-

ment of log file access control. This enforcement would include ensuring that

only authorized persons gain access to log file information, and then only

in accordance with the consent choices of the information donors (users).

This chapter presents findings of the development of an exploratory proto-

type, which focused on the simulation of one of the major components of a

Hippocratic log file architecture; namely the query processor. The work of

LeFevre et al. (2004) in a paper titled “Limiting Disclosure in Hippocratic

Databases”, proved invaluable in this regard.

7.1 Information Assumptions

The practice of storing log files as plain un-encrypted text has been identified

as a hinderance to the achievement of Hippocratic log files. In lieu of this

fact, it was decided to utilize a relational database as a storage mechanism

for simulated log file information. This held a number of advantages:

• The purposes for which a company collects information can likewise be

stored and linked to a log file table. In so doing users’ privacy consent

choices for information collection can be managed and maintained.

73
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• Similarly, the recipients of log file information can be linked to purpose

information, thus establishing who has access to log file information

and for what purpose(s).

• Relational databases can be queried extensively using the Structured

Query Language (SQL), i.e. a Hippocratic query processor can leverage

this existing query language.

7.2 Information Representation

Having decided on a relational database as a storage medium, the actual

table design structure needed to be defined. Figure 7.1 depicts an entity

relationship diagram of the database design.
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Figure 7.1: Entity Relationship Diagram

The User table depicted in figure 7.1 is a logical table used to establish

a link between the LogFile and UserChoices tables and was not physically

implemented.

The most important table would be that which would contain actual log

file information. Table 7.1 represents this log file table with some sample

fields and field descriptions. For the purposes of this experiment it was

decided to utilize only a few of the fields currently catered for by today’s log

files. Adding additional fields is seen as an arbitrary exercise.
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Table 7.1: LogFile Table Structure

Field Name Field Description

UserName The User name associated with current request
LogDateTime The Date and time of current request
IPAddress The Source IP Address of the current request
ReferURL The URL of the user prior to the current request

The second table decided upon for this experiment, was one to store

the purposes for which a company collects information. This is depicted in

Table 7.2. This table will allow conformance with the Hippocratic principle

of purpose specification.

Table 7.2: Purposes Table Structure

Field Name Field Description

PurposeID Identifier of a particular purpose
Purpose Detailed description of the collection purpose

Having a log file table which will contain information regarding users

requests (Table 7.1), and one storing the purposes for which a company

collects log information (Table 7.2), it was necessary to have a table to store

user consent choices regarding collection purposes. This is shown in Table 7.3.

Table 7.3: UserChoices Table Structure

Field Name Field Description

UserName The User name associated with current request
PurposeID The PurposeID (associated with a purpose) for which infor-

mation is collected
UserNameChoice The user’s choice regarding UserName field for this purpose
IPAddressChoice The user’s choice regarding IPAddress field for this purpose
ReferURLChoice The user’s choice regarding ReferURL field for this purpose

Table 7.3 will facilitate conformance to the Hippocratic principle of con-

sent. Users can be given the opportunity to consent to the collection purposes

contained in table 7.2 and their choices stored. These first three tables pro-

vide the primary means by which the use of a user’s information can be



76 CHAPTER 7. EXPLORATORY PROTOTYPE

managed according to his consent choices.

However, of equal need for consideration is the Hippocratic principle of

limited disclosure i.e. ensuring that log file information only be released

to recipients who have authority to use this information, and then only for

purposes for which they have authorization. This can be achieved by adding

two additional tables to the relational design. The first is shown in Table 7.4

containing a collection of potential log file information recipients. A further

Table 7.4: Recipient Table Structure

Field Name Field Description

RecipientID Identifier of a Recipient
Recipient Name of intended recipient or recipient group

table is required to control and maintain the purposes for which recipients

may be granted access to information i.e. a link between the recipient table

of Table 7.4 and the purpose table of Table 7.2. This link table is shown

in Table 7.5 and serves to guarantee that information is only released to

authorized recipients for specific purposes. Tables 7.6, 7.7, 7.8, 7.9 and 7.10

Table 7.5: Recipient Purposes Table Structure

Field Name Field Description

RecipientID Identifier of a Recipient or recipient group
PurposeID Identifier of a particular purpose

show all of the outlined tables loaded with sample data.

Table 7.6: LogFile Table with Sample Data

User Log IP Refer
Name DateTime Address URL

Andrew 03/Jun/2004:12:49 10.5.3.9 http://www.google.com/search?hl=en&q=Hamlet

Andrew 03/Jun/2004:19:49 10.5.3.9 http://www.google.com/search?hl=en&q=Shakespeare

Andrew 03/Jun/2004:19:50 10.5.3.9 http://www.google.com/search?hl=en&q=VB.NET

Reinhardt 03/Jun/2004:15:49 10.5.3.4 http://www.google.com/search?hl=en&q=Security

Reinhardt 03/Jun/2004:16:49 10.5.3.4 http://www.google.com/search?hl=en&q=Workflow

Werner 03/Jun/2004:13:49 10.5.3.2 http://www.google.com/search?hl=en&q=Latex

Werner 03/Jun/2004:13:55 10.5.3.2 http://www.google.com/search?hl=en&q=Alphabet
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Table 7.7: Purposes Table with Sample Data

PurposeID Purpose

SA Statistical Analysis and Design
WP Web Personalization
SF Security and Forensics

Table 7.8: User Consent Table with Sample Data

UserName PurposeID UserName IPAddress Refer
Choice Choice Choice Choice URL

Andrew SA Yes Yes No
Andrew WP Yes No No
Reinhardt SA Yes Yes No
Reinhardt WP No No Yes
Werner SA No No No
Werner WP Yes No Yes

Table 7.9: Recipient Table with Sample Data

RecipientID Recipient

1 Sales
2 Marketing
3 Security Officer
4 Third-Party

Table 7.10: Recipient Purposes Table with Sample Data

RecipientID PurposeID

1 SA
2 WP
2 SA
3 SA
3 SF
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7.3 Query Processor Implementation

Having catered for the information representation requirements of a Hippo-

cratic log file, the next step was to implement the query processor itself. The

query processor would be the technological enforcement mechanism of Hip-

pocratic principles. For the purposes of this prototype the query processor

was simulated by the creation of a small Visual Basic.NET application. The

task of this application was to preprocess all queries of Log file information

to ensure that Hippocratic log file principles are strictly enforced. The major

processing steps are listed as follows:

1. An initial request for log file information is received from a recipient

for a given purpose.

2. An access control check will ensure that the recipient indeed has rights

to access information for the specified purpose.

3. Full access to log file information will be provided if the recipient has

rights to access information for security purposes.

4. Accesses to log file information, for purposes other then that of secu-

rity, where the recipient does indeed have access rights for the particular

purpose, will be granted access. However, their request query will first

go through a process of query modification. Case statement modifica-

tion will be applied to the query to ensure that only the information

of users who have granted consent to the current purpose is retrieved.

Concrete examples will now be used to illustrate the process specified in

the preceding list.

Suppose the following query is issued by a recipient in the Sales depart-

ment for the purpose of security and forensics.

SELECT IP_Address, UserName, LogDateTime, ReferURL FROM LogFile

By querying the Recipient Purposes table it can quickly be established that

someone in the Sales department does not have access to information based on a

purpose of security. Such a check might be:

SELECT COUNT(PurposeID) FROM Recipient_Purposes

WHERE RecipientID = 1 AND PurposeID = ’SF’
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If the count returned by this query is zero, then the recipient has no rights

to access the information. The same request for information issued by a recipient

in the Security department would return a count of more than zero in the query,

which would grant the recipient access to the information. The returned results

are shown in Figure 7.2

Figure 7.2: Query Results for Security Purpose

In this case all information from the log file would be returned, provided the

recipient has access to information for security reasons. There is no need to further

pre-process the query since users do not have the right to consent to the use of

their information for security purposes.

Now let’s suppose a query is issued by a recipient in the Marketing department

for the purpose of personalization. Assuming they are only interested in the user

name and the referring URL used by users, the initial query may look thus:

Select UserName, ReferURL from LogFile

Once again a check will be done to verify that the intended recipient can

access information for the specified purpose. Thereafter the query must be further

processed to ensure that the information retrieved includes only the details of

users who have provided consent for this purpose. The original query would be

transformed into the following:

SELECT

CASE WHEN EXISTS

(SELECT UserNameChoice FROM UserChoices

WHERE LogFile.UserName = UserChoices.UserName AND

UserChoices.UserNameChoice = 1 AND PurposeID = ’WP’)

THEN UserName ELSE null END as UserName,

CASE WHEN EXISTS

(SELECT ReferURLChoice FROM UserChoices

WHERE LogFile.UserName = UserChoices.UserName AND
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UserChoices.ReferURLChoice = 1 AND PurposeID = ’WP’)

THEN ReferURL ELSE null END as ReferURL

FROM LogFile WHERE EXISTS

(SELECT UserNameChoice FROM UserChoices

WHERE Logfile.UserName = UserChoices.UserName AND

UserChoices.UserNameChoice = 1 AND PurposeID = ’WP’)

Each requested field from the original query is “wrapped” within a CASE

statement. This statement verifies the accessibility to each field based upon the

users’ consent choices. If a user has given consent for its use the field value is

returned. A Null value is returned where consent is lacking. The results of the

pre-processed query are shown in Figure 7.3

Figure 7.3: Query Results for Personalization Purpose

Referring back to Table 7.8 it can be seen that user “Andrew” did not give

consent to the use of his referring URL field for personalization purposes, but did

so for his user name. User “Reinhardt” provided the necessary consent for the

referring URL field but not for his user name. User “Werner” provided consent

for both requested fields.

The preceding examples and Table 7.3, clearly demonstrate how user consent

choices can be defined and enforced for each individual data field of the log file.

However, the problem of privacy leaks, raised by LeFevre et al. (2004), can arise,

if the Query Processor is implemented as in the previous example.

Suppose someone in marketing runs a query, for the purposes of personal-

ization, to see which users have been searching for a specific word, for example,

’Shakespeare’.

Select UserName,ReferURL from LogFile

WHERE ReferURL LIKE ’%Shakespeare%’
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The results of this query, after modification by the Query Processor, are shown in

Figure 7.4. The returned results do indeed conform to user “Andrew’s” consent

Figure 7.4: Query Results for Personalization Purpose

choices. He gave consent to the use of his user name for personalization purposes

but not his referring URL field. Hence his user name is displayed in the query

result set while his referring URL is omitted. However, despite the fact that the

returned referring URL has been nullified, the nature of the query makes it possible

for anyone to infer that “Andrew” has indeed previously searched for ’Shakespeare’.

The reason for this ’leakage’ of information in this scenario, is that a personally

identifiable field was returned along with the nullified field.

In this experiment, the “privacy leak” was corrected by examining the WHERE

clause of any query of log file information. Thereafter, when processing the query

to return results, a user name (or any other personally identifiable information)

will only be returned, if the user has granted consent to the use of all fields listed

in the WHERE clause. Below is the original personalization query, which has been

modified by the Query Processor to eliminate the “leakage” of information. The

output of this query is shown in Figure 7.5.

SELECT CASE WHEN EXISTS

(SELECT UserNameChoice FROM UserChoices

WHERE LOGFILE.UserName = UserChoices.UserName AND

userChoices.UserNameChoice = 1 AND PurposeID = ’WP’ AND

ReferURLChoice = 1)

THEN UserName ELSE null END as UserName,

CASE WHEN EXISTS

(SELECT ReferURLChoice FROM UserChoices

WHERE LogFile.UserName = UserChoices.UserName AND

userChoices.ReferURLChoice = 1 AND PurposeID = ’WP’)

THEN ReferURL ELSE null END as ReferURL

FROM LogFile WHERE EXISTS

(SELECT UserNameChoice FROM UserChoices

WHERE Logfile.UserName = UserChoices.UserName AND
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UserChoices.UserNameChoice = 1 AND PurposeID = ’WP’) AND

ReferURL like ’%Shakespeare%’

Notice that within the CASE modification statement of the user name field, a

further condition has been added. In this example the user name will now only be

returned, if the user has indeed given consent to the use of his referring URL field

for personalization purposes.

Figure 7.5: Query Results – Privacy Leak Elimination

7.4 Conclusion

During the course of this practical experiment it was possible to simulate the oper-

ations of a proposed Hippocratic Log File Query Processor. A relational database

was used as a storage mechanism for Hippocratic Log file information. This in-

cluded information pertaining to the purposes of information storage, user consent

choices regarding purposes and the recipients of log file information. All queries of

log file information were made using standard SQL. The Query Processor simulator

could then verify that the intended recipient possessed the required rights to view

the requested information. By a process of CASE statement modification, queries

could be transformed to ensure that only the information having the consent of

users for the specified purpose would be returned.

The next chapter will reflect on what this dissertation has achieved.
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Conclusion

Concerns for individual privacy are not new, but the rapid growth of the Internet

has certainly intensified these concerns. Under certain circumstances, privacy

on the Web can be maintained with the use of tools that provide anonymity or

pseudonymity features. However, the nature of many Web transactions make the

use of such tools infeasible. Thus, the inability to use such tools can result in an

individual’s personal information being collected and recorded, often without his

knowledge or consent. This dissertation focused on log files as a collection and

storage point of personal information.

No one can deny the need for information logging for security and computer

forensic reasons. However, it is equally undeniable that the logging of personal

information raises privacy concerns for the owners of that information. As stated

earlier, the Computing Research Association (2003) has identified, as one of their

four grand challenges, that the computing environments of the future must strive

to “give end-users security they can understand and privacy they can control”.

This dissertation aimed to make a contribution to this challenge, by attempting

to demonstrate how users can be given greater control over the information col-

lected unobtrusively by log files. In order to make this contribution, this research

required background knowledge in certain key areas, as well as the answers to

questions voiced in chapter 1. These will now be reviewed in order to measure the

contribution that this dissertation has made to user privacy control

8.1 Research Questions Reviewed

Before delving into the fundamental research question of this dissertation, it was

necessary to have a solid understanding of the domain of discourse. The three

primary subjects of this domain were privacy, log files and Hippocratic databases.
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Chapter 2 served to provide the background knowledge in the area of privacy.

It began with a discussion on some of the definitional aspects of privacy. From

this discussion it was concluded that despite differing opinions in terms of defin-

itions, researchers in the field concur on importance of privacy in everyday life.

Chapter 2 further reviewed reasons why the Internet has heightened user privacy

concerns, and discussed mechanisms currently available for preserving user privacy.

Of particular importance to this dissertation was the point made that at times it

is impossible to avoid the recording of personal information. One of the collection

and storage points of personal information is log files, which were discussed in

chapter 3.

The discussion of log files in chapter 3, began by highlighting the type of

information collected by log files, and discussed several reasons why this collection

takes place. The privacy threats that such collected information pose, particularly

when the use of privacy protection mechanisms is not possible, was highlighted.

Chapter 4 introduced the concept of Hippocratic databases, which was inspired

by the medical Hippocratic oath, and promulgated by Agrawal et al. (2002). Dis-

cussion in this chapter showed that a Hippocratic database is to be responsible for

the privacy of the data it manages. The 10 key Hippocratic database principles

were thoroughly reviewed, as they served a fundamental purpose for this disser-

tation. Discussion in chapter 4 included a strawman architecture for Hippocratic

database implementation, as well as certain challenges to Hippocratic databases

expressed by the designers.

Having completed the discussion of all the required background knowledge, it

was possible to begin answering the questions posed by chapter 1.

8.1.1 Can the privacy principles of Hippocratic data-

bases be applied to log files?

This question was answered in chapter 5. This was achieved by reviewing each

one of the Hippocratic principles in turn. The discussion undertaken, served to

determine the applicability of each principle to log files. Challenges to compliance

were discussed and suggestions for adaptation to achieve compliance, made. The

primary challenge to overcome was identified as the current manner in which log

files are currently stored i.e. un-encrypted plain text. Such a practice has negative

implications on many of the principles, not least of which the principles of limited

use and limited disclosure. However, none of the identified challenges seemed

insurmountable and the conclusion drawn was that the Hippocratic principles are
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indeed conducive to log files. This was summarized in table 5.1 on page 61.

8.1.2 How can the goal of giving users greater control

over their private information be realized?

Having established the applicability of Hippocratic log files, the dissertation could

move forward to argue how such log files could be implemented. Chapter 6 set

out to define a Hippocratic log file architecture. This architecture was presented

in two views. The first view highlighted a high-level functional architecture. The

fundamentals of this architecture were discussed in a manner that demonstrated

the control users could gain over the information collected by log files. The second

view presented the architecture as a series of layers. The central layer showed log

files surrounded by metadata. The major processes, governed by this metadata

were discussed, highlighting the role that each would play in a Hippocratic log file

implementation. Chapter 7 discussed the development of an exploratory prototype

used to gain more understanding of Hippocratic log file concepts, and to practi-

cally demonstrate certain of the architectural components. By simulating a query

processor, the prototype showed how users could maintain a degree of control over

the use of their information stored in log files.

8.1.3 Given that anonymity on the Web is not always

possible, by what other means can user privacy

be assured?

Chapter 2 discussed the use of policies and their role in privacy protection. P3P

was shown to be a good mechanism for informing users of Web sites’ informa-

tion collection practices. While P3P allows users to make informed choices about

whether or not to provide their information, it lacks mechanisms to technologically

enforce privacy promises. EPAL was reviewed as a policy language enabling the

enforcement of promises made in P3P policies.

Considering the statements in section 8.1.2, this dissertation also demonstrates

the effective role Hippocratic log files could play in situations where anonymity is

not possible. Hippocratic log files would allow users the opportunity to provide or

deny consent to the use of their information for stated collection purposes. Thus,

in instances where anonymity is not possible, Hippocratic log files can yield to

users, a substantial degree of control over their collected information.
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8.1.4 What impact will the application of Hippocratic

principles have on the unobtrusive collection of

information by log files?

Hippocratic log files will initially cause a disturbance in the unobtrusive collection

of information by log files. This is due to the fact that such log files will require

that those doing the logging inform users of this fact, and specify the purposes

for which information is logged. Additionally, users will have to be given the

opportunity of providing or denying consent to collection purposes.

As stressed earlier, consent cannot be denied when logging information for

security purposes. However, in the Hippocratic spirit, the fact that collection takes

place for this purpose must still be conveyed to all users. Section 6.1 on page 64

discussed the concept of an “unlogged” server. The logs maintained by this server

will be of a very temporary nature, and used purely for security reasons. At this

“unlogged” server, users are informed of information collection and afforded the

opportunity to provide or deny consent to the various collection purposes.

Although informing users initially of information collection interrupts the nor-

mal unobtrusive collection of information, once user consent choices are recorded,

information logging can continue unobtrusively. However, users now have detailed

knowledge of what information is collected and can rest assured that the use of

this information will be controlled according to their consent choices.

8.2 Challenges and Future Work

Making a contribution to greater user control over their private information was

fundamental to this research. Hippocratic log files were presented as a means to

providing such control. There are however a number of issues requiring further

research.

The practice of storing log files as plain, un-encrypted text will have to be

replaced by an alternative means. The WinFS file system proposed by Microsoft,

and which is implemented using database technologies, might address some of

these storage issues. However, the envisioned ability of WinFS to allow users to

search and manage files based on content, may pose interesting privacy challenges

of its own. In WinFS the further trend to semantically link apparently disparate

information as portrayed by, for example, the proponents of the Semantic Web, is

also evident in-the-small. In fact the Semantic Web’s effect on privacy needs to be

investigated.
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The Semantic Web of the future aims to move from a Web of linked documents

to one of linked information. Its vision of information with well-defined meaning,

will make it possible to link information in richer ways. The ability to link to log

file information in these new ways, can only increase the privacy threat they pose.

The architecture presented in this dissertation is by no means complete. It

served an important purpose in demonstrating a high-level view for Hippocratic

log file implementation. However, further investigation and research is required to

further refine and develop this architecture.

8.3 Final Words

Sun Microsystems CEO Scott MacNealy stated in 1999, “You have zero privacy,

get over it”. Such a defeatist view is appalling to this author. Privacy protection

may have become increasingly difficult, but a wholesale capitulation in the fight

for its protection is, in this author’s view, nonsensical. Privacy advocates believe

privacy to be an important part of our daily lives and deserving protection. After

all, “anything worth protecting, is worth fighting for”.

In the fight for privacy it would of course be naive to think, that any one means

or technology could guarantee an individual’s privacy. Rather, a combination

of mechanisms, technologies and legislation are required. Such a combination

will itself not be able to guarantee privacy, but would at least provide greater

privacy protection, with definite consequences for those who invade or violate

privacy, and those who fail to adequately protect the private information under

their guardianship.

Perhaps the privacy mantra should become: “Anything worth fighting for, is

worth protecting”.
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Appendix A

Accompanying Material

The CD accompanying this dissertation contains the following:

• An academic paper titled “Towards Hippocratic Log Files”, presented at

the Information Security South Africa 2004 Conference in Midrand, South

Africa, 30 June – 2 July 2004.

• An academic paper titled “Towards a Hipppocratic Log File Architecture”,

presented at the SAICSIT 2004 conference in Stellenbosch, South Africa, 4

– 6 October 2004.

• Files of the exploratory prototype discussed in chapter 7.

• A SQL server database backup file, which can be used to restore a copy of

the database used with the exploratory prototype.
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