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SUMMARY

Structural Equation Modeling is a common name for the statistical analysis of Structural Equation
Models. Structural Equation Models are models that specify relationships between a set of variables
and can be specified by means of path diagrams. A number of Structural Equation Modeling
programs have been developed. These include, amongst others, AMOS, EQS, LISREL, MXx,
RAMONA and SEPATH. A number of studies have been published on the use of some of the
applications mentioned above. They include, amongst others, Brown (1986), Waller (1993) and
Kano (1997). Structural Equation Models are increasingly being used in the social, economic and
behavioral sciences. More and more people are therefore making use of one or more of the Structural
Equation Modeling applications on the market. This study is performed with the aim of using each
of the Structural Equation Modeling applications AMOS, EQS, LISREL, Mx, RAMONA and
SEPATH for the first time and document the experience, joy and the difficulties encountered while
using them. This treatise is different from the comparisons already published in that it is based on the
use of AMOS, EQS, LISREL, Mx, RAMONA and SEPATH to fit a Structural Equation Model for
peer influences on ambition, which is specified for data obtained by Duncan, Haller and Portes
(1971), by myself as a first time user of each of the programs mentioned. The impressive features as
well as the difficulties encountered are listed for each application. Recommendations for possible
improvements to the various applications are also proposed. Finally, recommendations for future

studies on the use of Structural Equation Modeling programs are made.
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OPSOMMING

Strukturele Vergelykingsmodellering is 'n algemene term vir die statistiese ontleding van
Strukturele Vergelykingsmodelle. Hierdie modelle spesifiseer verwantskappe tussen 'n stel
veranderlikes en kan deur middel van pyldiagramme voorgestel word. Verskeie programme
vir Strukturele Vergelykingsmodellering is ontwikkel. Hierdie programme sluit, onder andere,
AMOS, EQS, LISREL, Mx, RAMONA en SEPATH in. Verskeie artikels oor die gebruik van
hierdie programme is reeds gepubliseer (Brown 1986, Waller 1993, Kano 1997). Strukturele
Vergelykingsmodelle word toenemend in die sosiale, ekonomiese en gedragswetenskappe
gebruik. Gevolglik word ‘n positiewe toename in die gebruik van een of meer programme vir
Strukturele Vergelykingsmodellering in die praktyk ondervind. Hierdie studie is gemik op die
aanvanklike gebruik van sekere programme vir Strukturele Vergelykingsmodellering, naamlik
AMOS, EQS, LISREL, Mx, RAMONA en SEPATH. Dit dokumenteer die suksesse en
probleme wat ondervind word met die gebruik daarvan deur ‘n nuwe gebruiker. Hierdie
verhandeling  verskil ten opsigte van die vergelykings, wat alreeds gepubliseer is,
aangesien dit gebaseer is op die gebruik van AMOS, EQS, LISREL, Mx, RAMONA en
SEPATH deur ‘n nuwe gebruiker. Ek, as ‘n nuwe gebruiker, pas ‘n Strukturele
Vergelykingsmodel vir portuur-invloede op ambisie op data, wat deur van Duncan, Haller en
Portes (1971) versamel is, met behulp van elk van die ses programme. My persoonlike
indrukwekkende eienskappe, sowel as die probleme wat ek ondervind het, word vir elke
program verskaf. Voorstelle vir moontlike verbeterings vir die verskillende programme word
gemaak. Ten slotte, word aanbevelings vir toekomstige studies oor die gebruik van die

programme vir Strukturele Vergelykingsmodellering ook voorgestel.



CHAPTER 1

INTRODUCTION

1.1 INTRODUCTORY BACKGROUND

Structural Equation Modeling is a common name for the statistical analysis of Structural Equation
Models. Structural Equation Models are models that specify relationships between a set of variables.
A nice aspect of structural equation models is that they can be represented as a path diagram. A path
diagram is a fairly simple graphical display of a structural equation model on which the relationships
between all the structural equation model variables are indicated by means of uni-directional (for
dependence relationships) and bi-directional (for covariances, variances and correlations) arrows. In
a path diagram rectangles or squares are used to represent the observed or manifest variables and

circles or ellipses are used to represent unobserved or latent variables.

Every Structural Equation Model can be specified by means of a mathematical model(s) which
specifies the statistical relationships between the variables of the model. For example, the manifest
variable X may be modeled as a measurement of the latent variable Y, with an error term E1. This

relationship is shown in Figure 1.1 below.

GO ()

Figure 1.1: The measurement path between X and Y

The measurement equation for the model depicted in Figure 1.1 is:

X =AY +E1

where A is the measurement strength of X as a measurement of Y.

Several general mathematical models have been proposed for the specification of Structural
Equation Models. The mathematical models differ from each other merely in the way the variables
in the general Structural Equation Modeling framework (system) are partitioned. The first general
mathematical model for the specification of Structural Equation Models is known as the LISREL

1



model (J6reskog 1973, 1977; Joreskog & S6rbom 1979, 1981; Wiley 1973). This model consists of a
measurement model for the endogenous (receiving at least one uni-directional arrow) latent
variables, a measurement model for the exogenous (emitting at least one uni-directional arrow) latent
variables and a latent variable model. Adapting the measurement model incorporates endogenous
manifest variables (excluding measurements of latent variables) for the endogenous latent variables
using duplicated endogenous latent variables. A similar adaptation of the measurement model for the

exogenous latent variables is used to incorporate exogenous manifest variables.

The mathematical models for Structural Equation Modeling with Latent Variables can not be
analyzed directly since no observations on the latent variables are available. However, the
mathematical models which describe the relationships between the variables (manifest and latent) in
the Structural Equation Modeling system lead to a structural model for the population covariance or
correlation matrix of the manifest variables, i.e., to a covariance or correlation structure for the
manifest variables, respectively. Consequently, statistical methods (estimation and measures of
goodness-of-fit) for the analysis of Covariance and Correlation Structures (cf. Joreskog, 1970, 1978;
Browne, 1974, 1982, 1984; Bentler, 1983; Shapiro, 1983, 1985, 1986, 1987; Mels, 1988, 2000) can
be used to fit Structural Equation Models to observed data.

Several statistical software packages have been developed for the analysis of Structural Equation
Models. The first commercial version of such an application, LISREL (Linear Structural
RELations), was developed by Joreskog and Sérbom (1981). The general LISREL model leads to a
Covariance Structure, which contains eight parameter matrices. Initially, a user had to specify his/her

model in terms of these eight parameter matrices.

The next Structural Equation Modeling application after LISREL was BENWEE developed by
Browne and Cudeck (1983). BENWEE was based on a general model specification for Structural
Equation Models known as the Bentler and Weeks’ model proposed by Bentler and Weeks (1980).
The user of BENWEE had to specify his/her model in terms of the three large sparse parameter

matrices of the Bentler and Weeks model.

An alternative method to represent Structural Equation Models is by using structural equations such
as measurement and regression equations. The Structural Equation Modeling application EQS



(Bentler, 1985) utilizes this representation in the sense that the model is specified as a set of
structural equations. EQS implements the Bentler and Weeks model (Bentler & Weeks, 1980).

Mels (1988) introduced the Structural Equation Modeling application RAMONA as part of his
Masters dissertation in Statistics at the University of South Africa. The program RAMONA
implements the RAMONA model (Mels, 1988) which is a minor adaptation of the Recticular Action
Model proposed by McArdle and McDonald (1984). RAMONA was developed using Steiger’s
suggestion of the use of the ASCIl symbols <--: for dependence paths and <--> for
covariance/variance paths to create ASCII representations of path diagrams of Structural Equation
Models. The use of the ASCII symbols allows users to specify their models in terms of text path
diagrams instead of matrices. RAMONA was the first program of its kind to yield correct results
whenever the sample correlation matrix instead of the sample covariance matrix is analyzed. The

program also addressed the problems with negative variance and out of bound estimates.

Steiger (1989) developed the Structural Equation Modeling program EzPATH as a module of a
statistical software package SYSTAT. This program was strongly influenced by Steiger’s ideas for
user-machine communication. Steiger left SYSTAT and joined forces with the statistical software
package STATISTICA to develop the SEM program known as SEPATH (Steiger, 1995) for
Windows. This program is strongly influenced by the conventions used in RAMONA and the ideas
contained in Mels (1988).

An alternative method for specifying a structural equation model, different from the ones mentioned
above, is by means of a graphics file of the path diagram of the model. The structural equation model
application AMOS (Arbuckle, 1994), was the first program of its kind to use a graphics file of a path
diagram to specify the model and to display the parameter estimates on the path diagram. It is
equipped with powerful path diagram drawing tools that allow a user to specify his/her model by
creating a graphics file for the path diagram graphically. The AMOS graphics input file makes no

references to matrices or any ASCII symbols.

Mx (Neale, 1994) is a combination of a matrix algebra interpreter and a numerical optimizer. It
enables exploration of matrix algebra through a variety of operations and functions. There are many
built-in functions, which enables Mx to handle Structural Equation Modeling and other statistical

modeling of data. The input script file in Mx is created by entering the required entries of the three

3



parameter matrices of the RAM model. Complex nonstandard models are easy to specify. For further
general applicability, it allows users to specify their own fit functions, and optimization may be

performed subject to linear and non-linear equality or boundary constraints.

The first version of each of the applications mentioned above has been updated more than once. The
table below gives the name of the applications, the date of the latest version and the author(s) of the
latest version.

Table 1.1: Name, date of latest release and authors of the six programs to be reviewed.

Date of release
Name of program of latest version Author(s)
1 AMOS 1996 Jim Arbuckle
2 EQS 1995 Peter M. Bentler
3 LISREL 1999 Karl Joreskog & Dag Sérbom
Michael C. Neale, Steven M. Boker
4 Mx 1999 Gary Xie & Hermine H. Maes
5 RAMONA 1998 Gerhard Mels & Michael W. Browne
6 SEPATH 1995 James H. Steiger

There are other Structural Equations Modeling applications which are not considered in this study.
These include, amongst others, COSAN (Fraser & McDonald, 1988), LINCS (Schoenberg and
Arminger, 1988), LISCOMP (Muthen, 1987), MECOSA 3 (Arminger, 1997), SAS PROC CALIS
(SAS Institute, 1990), and a program using SAS Interactive Matrix Language (IML) by Cudeck,
Klebe and Henly (1993).

In the next section, a brief account of the Duncan, Haller and Portes (1971) Structural Equations
Modeling application is given. The path diagram of the application, Figure 1.2 below, is also used to
introduce the basic concepts involved in Structural Equation Modeling.

4



1.2 A MODEL FOR PEER INFLUENCES ON AMBITION

BFEAP

BFOAP




Sociologists have often called attention to the way in which one’s peers- e.g., best friends- influence
one’s decisions- e.g., choice of occupation. They have recognized that the relation must be
reciprocal- if my best friend influences my choice, I must influence his. The model depicted in figure
1.2, is based on data by Duncan, Haller, & Portes (1971). The data was collected from a study
conducted using a sample of 329 Michigan high-school students paired with their best friends. The
model was analyzed by Joreskog (1977) by using fixed path coefficients rather than constrained

variances. In Figure 1.2, the descriptive names for the variables and their full names are:

REPAP Respondent’s parental aspiration.
REINT Respondent’s intelligence.

RESOE Respondent’s socioeconomic status.
REOAP Respondent’s occupational aspiration.
REEAP Respondent’s educational aspiration.
BFINT Best friend’s intelligence.

BFPAP Best friend’s parental aspiration.
BFSOE Best friend’s socioeconomic status.
BFOAP Best friend’s occupational aspiration.
BFEAP Best friend’s educational aspiration.

The path diagram in Figure 1.2 will now be used to introduce the basic concepts involved in

Structural Equation Modeling.

Latent variables:

A latent variable is an unobservable variable that is indicated by circle (ellipse) on a path diagram.
The latent variables of the model depicted in Figure 1.2 are REAMB and BFAMB.

Latent variables can, however, be measured by using measuring instruments. A measuring
instrument consists of common measurements (items, tests, questions, etc) of the latent variable of
interest. A summary of the measuring instruments for the latent variables of the model depicted in
Figure 1.2 is found in Table 1.2.



Table 1.2: Measuring Instruments of the Latent Variables in Figure 1.2

Latent VVariable Measuring Instrument
REAMB REOAP, REEAP
BFAMB BFEAP, BFOAP

Measuring Instruments

A measuring instrument (scale) for a latent variable consists of a set of measurements. Each
measurement is a manifest (observable) variable and is usually psychometric test, a questionnaire
item or physical measurement. A measurement error is associated with each individual
measurement. These measurement errors are latent variables, which emits only one uni-directional

arrow. In Figure 1.2, E1, E2, E3 and E4 denote measurement errors.

Manifest Variables

Manifest variables are observable variables. On a path diagram a square or rectangle box indicates
manifest variable. In the model depicted in Figure 1.2, REOAP, REEAP, REPAP, REINT, RESOE,
BFEAP, BFOAP, BFSOE, BFINT and BFPAP are manifest variables.

Dependence Paths

The variables of Structural Equation Models are classified as being endogenous or exogenous. An
endogenous variable receives at least one uni-directional arrow while an exogenous variable only
emits unidirectional arrows. From Figure 1.2, REOAP, REEAP, REAMB, BFAMB, BFEAP and
BFOAP are all endogenous variables while REPAP, REINT, RESOE, BFSOE, BFINT, BFPAP, E1,
E2, E3, E4, Z1 and Z2 are exogenous variables.

Dependence paths are used for defining the relationships between endogenous and exogenous
variables and are indicated on a path diagram by means of a uni-directional arrow. For example, the

dependence path between RESOE, REAMB and the error term Z1 taken from Figure 1.2 is as shown

in Figure 1.3 below. @

REAMB RESOE

Figure 1.3: The dependence path between REAMB, RESOE and Z1




Variance and Covariance Paths

A variance or covariance path is used to indicate the variance of a variable as well as the covariance
or correlation between two variables and is represented on a path diagram by means of a bi-
directional arrow. In Figure 1.2, the variance of the error terms, the measurement errors, the latent
variables and the six manifest variables: REPAP, REINT, RESOE, BFSOE, BFINT and BFPAP are
covariance paths. The correlations between the six manifest variables: REPAP, REINT, RESOE,
BFSOE, BFINT and BFPAP are shown on clearly in Figure 1.2. The variances of the error terms and
the measurement errors are usually unknown parameters while the variances of the latent variables

are frequently fixed or constrained at unity.

The Parameters

Structural Equation Models contain known (fixed) and unknown (free) parameters. Fixed
parameters are usually shown on a path diagram by displaying their values along the corresponding
paths while no values are usually indicated on paths associated with free parameters. In Figure 1.2,
the coefficients of the measurement errors and the error terms as well as all the variances are fixed at
unity. The measurement strengths of the measurements REOAP, REEAP, BFEAP, BFOAP, the
strength of the linear influences of REPAP, REINT, RESOE, BFSOE, BFINT and BFPAP and the
correlations between REPAP, REINT, RESOE, BFSOE, BFINT and BFPAP represent the unknown

parameters of the Structural Equation Model shown in Figure 1.2.

The Statistical Methods

The Statistical Methods for the analysis of Structural Equation Models consist of methods to
estimate the unknown (free) parameters of the model and methods to assess the goodness-of-fit of
the model to the data.

The table below was the sample correlation matrix obtained by Duncan, Haller and Portes (1971) for
the sample of 329 students. The descriptive names of the variables are given full meaning in Section

1.2 above.



Table 1.3: The correlation matrix for the Duncan, Haller and Portes’ Application given in lower

triangular format.

REINT 1.0000

REPAP .1839 1.0000

RESOE .2220 .0489 1.0000

REOAP .4105 .2137 .3240 1.0000

REEAP .4043 .2742 .4047 .6247 1.0000

BFINT .3355 .0782 .2302 .2995 .2863 1.0000

BFPAP .1021 .1147 .0931 .0760 .0702 .2087 1.0000

BFSOE .1861 .0186 .2707 .2930 .2407 .2950 -.0438 1.0000

BFOAP .2598 .0839 .2786 .4216 .3275 .5007 .1988 .3607 1.0000
BFEAP .2903 .1124 3054 .3269 .3669 .5191 .2784  .4105 .6404 1.0000

Standard deviations are not given in Duncan, Haller, & Portes (1971).

1.3 MOTIVATION

A number of studies have been published on the use of some of the applications mentioned above.
These include, amongst others, Brown (1986), Waller (1993) and Kano (1997). Each of these
authors used a different approach to investigate the use of the Structural Equation Modeling
applications. Brown (1986) published a paper on the comparison of LISREL and EQS for obtaining
parameter estimates in confirmatory factor analysis. He focused on the computational accuracy of
the parameter estimates of the two programs. Waller (1993), reviews seven confirmatory factor
analysis programs that run on a personal computer: EQS, EzPATH, LINCS, LISCOMP, LISREL,
SIMPLIS, and CALIS along five dimensions: (1) clarity of documentation, (2) ease of use, (3)
computational accuracy and estimator options, (4) error diagnostics and assessment of model fit, and
(5) model flexibility. Kano (1997) is the latest publication of the review of Structural Equation
Modeling applications. He invited eleven authors of Structural Equation Modeling applications to
write a description of their own program and to answer the questionnaire enclosed. Seven responses
were received from the authors of the following programs: AMOS, COSAN, EQS, LISREL,
MECOSA 3, RAMONA and SEPATH. The answers to the questionnaire were summarized in tables
under the following headings: (1) author affiliation, (2) version (date of release), (3) working
circumstance, (4) name, the full meaning of the software name, (5) manual, (6) data import, (7) basic
statistics and plots, (8) data manipulation, (9) path diagram and matrix algebra, (10) estimation
method, (11) variable type, (12) starting value, (13) constraint, (14) goodness-of-fit index, (15) LM



(Lagrange multiplier test) and Wald statistics, (16) improper solution, (17) multiple populations and
mean structure, (18) simulation, (19) user support and (20) address.

Structural Equation Models are increasingly being used in the social, economic and behavioral
sciences. More and more people are therefore making use of one or more of the Structural Equation
Modeling applications. As is the case of everything in this world, there is always a first time at which
one comes to use one of the Structural Equation Modeling applications. The study is done with the
aim of using each of the Structural Equation Modeling applications AMOS, EQS, LISREL, Mx,
RAMONA and SEPATH for the first time and document the experiences, joys and the difficulties

encountered while using them.

This treatise is different from the comparisons already published in that it is based on the use of
AMOS, EQS, LISREL, Mx, RAMONA and SEPATH to fit the Structural Equation Model depicted
in Figure 1.2 to the data in Table 1.3 by myself as a first time user of each of the programs
mentioned, working by trial and error to fit the model to the data. Notes were made on the
experiences, joys and difficulties encountered and the ways in which they were solved so that each
of the programs would run finally. 1 also noted the complexities in the model specifications in each
of the programs. The time it took for the start of each program to the time an output file was
produced was also noted. This was done to have an idea of how long it will take a first time user to

use each of the programs.

Based on the brief discussions above, the following objectives for the study on using AMOS, EQS,

LISREL, Mx, RAMONA and SEPATH for Structural Equation Modeling as a first time user were

formulated.

1. To review the use of AMOS, EQS, LISREL, Mx, RAMONA and SEPATH for Structural
Equation Modeling.

2. To illustrate the use of AMOS, EQS, LISREL, Mx, RAMONA and SEPATH to fit the
structural equation model in Figure 1.2 to the sample correlation matrix in Table 1.3.

3. To formulate positive impressions and difficulties encountered in fitting the model in Figure
1.2 to the sample correlation matrix in Table 1.3 (for each application).

4. To formulate recommendations for the program author(s) to improve the applications to suite

first users.
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The model depicted in Figure 1.2 represents a special case of Joreskog’s (1977, Figure 2) very well
known path analysis model for data of Duncan, Haller and Portes (1971) on peer influence on
ambition. It has the same structure as the model employed in Table 1V of Joreskog (1977). The only

difference is the manner in which the scales of the latent variables REAMB and BFAMB are set.

The model, depicted in Figure 1.2, was chosen for this study for the following reasons: 1) It consists
of most of the different types of variables one encounters in Structural Equation Models. The only
exception is exogenous latent variables (excluding error variables). 2) The data to be analyzed is a
correlation matrix. In Kano (1997), it is claimed that RAMONA is one of the few Structural
Equation Modeling programs that can fit the model in Figure 1.2 correctly to the sample correlation
matrix provided in Table 1.3. Consequently, this example may be used to compare the results
produced by the SEM programs with the ability to analyze the sample correlation matrix correctly
with those produced by the programs that treat correlation structures as if they were covariance

structures.

1.4 SUMMARY OF CONTENTS

In Chapter Two, the use of AMOS is illustrated by describing the creation of a path diagram for the
Duncan, Haller and Portes’ application. The use of the path diagram to fit the model in Figure 1.2 to
the Sample Correlation Matrix in Table 1.3 with AMOS is then outlined. A description of the entries
of the AMOS output file for the Duncan, Haller and Portes’ application concludes the contents of the

chapter.

In Chapter Three, the use of EQS is illustrated by describing how to specify the Duncan, Haller and
Portes’ application in terms of structural equations. The use of the input file created to fit the model
in Figure 1.2. to the Sample Correlation Matrix in Table 1.3 with EQS is then outlined. A description
of the entries of the EQS output file for the Duncan, Haller and Portes’ application concludes the

contents of the chapter.

In Chapter Four, the use of LISREL is illustrated by describing the specification of the Duncan,
Haller and Portes’ application in terms of the LISREL eight parameter matrices of the LISREL

model, the use of the SIMPLIS command language to specify the same model and the creation of a
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path diagram for the Duncan, Haller and Portes’ application. The use of the path diagram to fit the
model in Figure 1.2 to the Sample Correlation Matrix in Table 1.3 with LISREL is then outlined. A
description of the entries of the LISREL output file for the Duncan, Haller and Portes’ application

concludes the contents of the chapter.

In Chapter Five, the use of Mx is illustrated by describing how to specify the Duncan, Haller and
Portes’ application in terms of the RAM model. The creation of a Mx input script file for the model
depicted in Figure 1.2 by using the path diagram is also illustrated. The use of the input file created
to fit the model in Figure 1.2. to the Sample Correlation Matrix in Table 1.3 with Mx is then
outlined. A description of the entries of the Mx output file for the Duncan, Haller and Portes’

application concludes the contents of the chapter.

In Chapter Six, the use of RAMONA is illustrated by describing how to specify the Duncan, Haller
and Portes’ application by using the ASCII symbols of <--: for dependence paths and <--> for
variance/covariance paths. The use of the input file created to fit the model in Figure 1.2. to the
Sample Correlation Matrix in Table 1.3 with RAMONA is then outlined. A description of the entries
of the RAMONA output file for the Duncan, Haller and Portes’ application concludes the contents of

the chapter.

In Chapter Seven, the use of SEPATH is illustrated by describing how to specify the Duncan, Haller
and Portes’ application by using the ASCII symbols of <-- for dependence paths and -- for
variance/covariance paths. The use of the input file created to fit the model in Figure 1.2. to the
Sample Correlation Matrix in Table 1.3 with SEPATH is then outlined. A description of the entries
of the SEPATH output file for the Duncan, Haller and Portes’ application concludes the contents of

the chapter.

Chapter Eight deals with my personal positive impressions about each of the applications used to fit
the model depicted in Figure 1.2 to the Sample Correlation Matrix in Table 1.3 and the difficulties I
encountered as a first time user of each application. In addition, a comparison of the parameter
estimates produced by the SEM programs with the ability to analyze the sample correlation matrix
correctly is made with those produced by the programs that treat correlation structures as if they
were covariance structures. The chapter is concluded with some proposed recommendations for each

application based on my experience of using each of them.
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CHAPTER 2
AMOS

2.1 HISTORICAL BACKGROUND

The acronym AMOS stands for Analysis of MOment Structures. The first version of AMOS was
developed by Jim Arbuckle in 1994. AMOS is a graphically based program for covariance structure
analysis that has the ability to calculate maximum likelihood estimates in the presence of missing
data, to compare multiple models, and to perform extensive bootstrap and Monte-Carlo analyses.
The graphical interface allows a structural equation model to be specified by drawing its path
diagram. The program then displays parameter estimates, including means and intercepts in
regression equations, directly on the path diagram. The path diagrams are of presentation quality.
They can be printed directly, and can be imported into other applications such as word processors or

desktop publishing programs, and general purpose graphics programs.

AMOS can fit multiple models in a single analysis. The program examines every pair of models for
which one model can be obtained by replacing restrictions on the parameters of the other. AMOS
reports several statistics appropriate for comparing such nested models. In common with other

programs for covariance structure analysis, AMOS allows multiple-group analyses.

AMOS was originally intended as a tool for teaching. For this reason, ease of use was a primary

design goal. Two features are specifically provided for pedagogical purposes.

(1) It is possible to display the degrees of freedom for a model at any time during the course of
drawing its path diagram. Students can use this feature to observe the change in degrees of
freedom as new elements are added to a path diagram or as parameter constraints are modified.

(2) The modeling laboratory allows the student to enter an arbitrary choice of parameter values, and
then observe the resulting implied moments and the resulting value of the discrepancy function.
This capability allows the student to try out one set of parameter values after another in an

attempt to make the implied moments resemble the sample moments.

The 1994 version of AMOS was updated in 1996. The new version accommodates the use of kanji

characters in path diagrams. Even complex structural equation models are specified and evaluated
13



graphically, as path diagrams. Several intelligent drawing aids are built into the program to make
graphical modeling easy. The program also has an online manual which can be accessed any time. A
demonstration  version of AMOS is available from the worldwide web site

http://www.smallwaters.com.

2.2 THE AMOS INPUT SYSTEM

There are two ways of fitting a structural equation model to data with AMOS. These are:

1) To specify the structural equation model in an AMOS input file by using the appropriate AMOS
commands. This input file is a text file with extension “.ami” and can be prepared manually by
using text editor such as Notepad or Wordpad. Once the input file is prepared, the model is fitted
to the data by running AMOSWIND.EXE.

2) To use AMOSGRAF to draw the path diagram of the structural equation model to create an
AMOS graphics file. This graphics file is saved with file extension “.amw”. The model is then
fitted to the data by using the “Model-Fit” menu of AMOSGRAF.EXE

The data to be analyzed is provided in an AMOS data file. An AMOS data file is a text file that

contains the raw data matrix, the sample covariance matrix or sample correlation matrix with

standard deviations in free format.

GENERAL RULES FOR TYPING AMOS INPUT FILES

. Each section of the Input file is preceded by a dollar sign ($).
. The exclamation (1) sign precedes comments added to the Input file.
. Each parameter name can be alphanumeric and as long as one desires.

An AMOS Input File may be divided into six sections. These are:
1 Model information

2 Model Specification

3 Estimation Methods

4. Data

5 Group name (optional) and
6

Output
14



2.2.1 MODEL INFORMATION

Model Information is specified in three paragraphs namely: Title paragraph, Observed variable

paragraph and Unobserved variable paragraph.

(@) TITLE PARAGRAPH

This paragraph provides a description for the analysis to be performed. It is provided as a

comment and may be left out without affecting the job to be run. The title paragraph ends in

a full stop. For the model depicted in Figure 1.2, we may have the following title paragraph:

Duncan, Haller and Portes’” Application

(b) OBSERVED (MANIFEST) PARAGRAPH

An observed variable is represented by means of a rectangle or square on a path
diagram.

The observed variable paragraph allows the user to give descriptive names to the
observed variables of a model.

The observed variable paragraph starts with the word “Observed” preceeded by the
dollar sign ($).

Each descriptive name of an observed variable may not exceed eight (8) characters.

Descriptive names must be on separate lines.

For the model depicted in Figure 1.2, we may have an observed paragraph as shown below:

$Observed
REINT
REPAP
RESOE
REOAP
REEAP
BFINT
BFPAP
BFSOE
BFOAP
BFEAP
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() UNOBSERVED (LATENT) PARAGRAPH

An unobserved variable is represented by means of a circle or an ellipse on a path
diagram.

The unobserved variable paragraph allows the user to give descriptive names to the
unobserved variables of a model.

The unobserved variable paragraph starts with the dollar sign ($) followed by the
word “Unobserved”.

The descriptive name of an unobserved variable may not exceed eight (8) characters.

Each descriptive name is listed on a separate line.

For the model depicted in Figure 1.2, we may have an unobserved paragraph as shown below:

$Unobserved
REAMB
BFAMB

El

E2

E3

E4

Z1

Z2

2.2.2 MODEL SPECIFICATION

THE STRUCTURE PARAGRAPH
This is the section of the input file where the path diagram of the model is coded directly with the

use of the ASCII symbols <--- (for dependence paths) and <--> (for variance/covariance paths).

. The paragraph starts with the dollar sign ($) followed by the word “Structure”.

. The “Structure paragraph” consists of two sub-paragraphs; one for dependence paths and one

for variance/covariance paths.

. Dependence paths and variance/covariance paths must be specified in separate sub-

paragraphs and cannot be intermingled.
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(@) DEPENDENCE PATHS
A dependence path is indicated by the ASCII symbol “<--- " or “<” which relates directly to
the single headed arrow employed in a path diagram. A dependence path is coded by using
the following syntax:
Dependent variable <--- Explanatory variable
If a parameter along a path is fixed, the fixed parameter value is provided in brackets after the
explanatory variable.
For the model depicted in Figure 1.2, the endogenous observed variable REOAP receives single
headed arrows from the unobserved variable REAMB and a measurement error E1. These paths are

displayed in Figure 2.1 below.

! REOAP
REAMB

Figure 2.1 Dependence paths between REOAP, E1 and REAMB

These dependence paths are coded as follows:
REOAP <--- REAMB
REOAP <--- E1 (1)
When specifying dependence paths, bear in mind that:
1) Dependence paths can be specified in any order.
2) AMOS ignores dashes in “$Structure” lines, so the number of dashes after “<” does not matter.

(b) VARIANCE/COVARIANCE PATHS
A variance or covariance path is indicated by the symbol “<-->” or “<>* which relates
directly to the double headed arrow in a path diagram. A variance/covariance path is
specified in an input file by using the following syntax:
Variable <--> the other variable
Unlike the dependence path, it does not matter which variable is given first.
For the model depicted in Figure 1.2, double headed arrows are employed from the observed
variable REPAP to itself to specify a variance and to REINT and RESOE to specify covariances.

These paths are shown in the diagram below.
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“—» P

Figure 2.2 Variance/covariance paths between REPAP, RESOE, and REINT

These paths are specified in the sentences below.
REPAP <--> REPAP
REPAP <--> REINT
REPAP <--> RESOE
REINT <-->REINT
REINT <-->RESOE
RESOE <--> RESOE

or REPAP <>REINT
REPAP <>RESOE
REINT <>REINT
REINT <>RESOE
RESOE <>RESOE

2.2.3 ESTIMATION METHOD(S)
This is the section of the input file where the method or methods of estimation are specified. Each
method is specified on a separate line and must be preceded by the dollar sign “$”.

The estimation methods available in AMOS are:

$ml maximum likelihood estimation

$gls generalized least squares estimates
$adf asymptotic distribution-free estimation
$sls scale free least squares estimation

$uls unweighted least squares estimation
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2.24 DATA

The name of the AMOS data file is specified in this section. The data file is a text file with the
extension “.amd”. The file name is specified after the key word “Include=" preceded by the dollar
sign “$”. For the model depicted in Figure 1.2, the correlation matrix with standard deviations to be
analyzed resides in a file “pep-dhp.amd”. This is specified as:

$Include = pep-dhp.amd

2.2.5 GROUP NAME (Optional)

When analyzing data by using more than one model, each model is treated as a group and then given

a group name. The command, “$groupname” is used to assign a name to a group as shown below.
$groupname= “name”

where “name” is the name given to a group.

By default, AMOS assigns the names ‘group number 1°, ‘group number 2’, and so on.

If this option is not included in the input file, AMOS assumes that there is only one model in the

analysis and will therefore assign the group name ‘group_number_1’. In the example depicted in

Figure 1.2, the group is not specified since only one model is being used in the analysis. AMOS

therefore gives the group name as “$groupname= Group_number_1".

2.26 OUTPUT

The input file ends with the keyword “Output” preceded by a dollar sign ($). The “$output”
command instructs AMOS to write selected output to an output file in a text format, that is suitable
for reading by other programs. The new output file is given the same name as the input file, but with

the extension “.amo” instead of “.ami”.

2.2.7 INPUT FILE: EXAMPLE 2
The complete AMOS input file for the model depicted in Figure 1.2 is shown below.
$Observed
REOAP
REEAP
BFEAP
BFOAP
REPAP

REINT
19



RESOE
BFSOE
BFINT
BFPAP

$Unobserved
REAMB
BFAMB
Z1
Z2
E2
E3
E4
El

$Structure
REAMB <--- Z1 (1)
BFAMB <-- Z2 (1)
REOAP <--- REAMB (1)
BFEAP <--- BFAMB
BFOAP <--- BFAMB (1)
REEAP <--- REAMB
REAMB <--- REPAP
REAMB <--- REINT
REAMB <--- RESOE
BFAMB <--- BFSOE
BFAMB <--- RESOE
REAMB <--- BFSOE
BFAMB <--- BFINT
BFAMB <--- BFPAP
REAMB <--- BFAMB
BFAMB <--- REAMB
REEAP <--- E2 (1)
BFEAP <--- E3 (1)
BFOAP <--- E4 (1)



REOAP <--- E1 (1)
REINT <--> REPAP
RESOE <--> REPAP
BFSOE <--> REPAP
BFINT <--> REPAP
BFPAP <--> REPAP
RESOE <--> REINT
BFSOE <--> REINT
BFINT <--> REINT
BFPAP <--> REINT
BFSOE <--> RESOE
BFINT <--> RESOE
BFPAP <--> RESOE
BFINT <--> BFSOE
BFPAP <--> BFSOE
BFPAP <--> BFINT
REPAP<--> REPAP
REINT <--> REINT
RESOE <--> RESOE
BFSOE <--> BFSOE
BFINT <--> BFINT
BFPAP <--> BFPAP
$Include = C:A AMOS\PEPRAH\PEPDHP.amd
$Group name = Group_number_1
$Output
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2.3

ILLUSTRATIVE EXAMPLE.

THE DUNCAN, HALLER AND PORTES’ APPLICATION.

2.3.1 CREATING THE AMOS DATA FILE FOR THE DUNCAN, HALLER

AND PORTES’ APPLICATION.
The step by step methods of creating an AMOS data file for the Duncan, Haller and Portes’

application are outlined below.

. Double click on the “Notepad” icon shown below.

. This action will open the window below.

Wiid  Remek  Hep

. Type in the Input data to produce the window below.

S5 Untitled - Notepad =11
Eil= Edit Search Help
*The Duncan. Haller and Portes- Application. =
SSample size — 329
$Input variables]
Repap *respondents® parental aspirations
Reint *respondents" inteligence
Resoe *respondents- socioceconomic status
Reoap trespondents” occupational aspriations
Reeap *respondents * i 1 aspriations
BFfint *respondents * - dinteligence
Bfpap *respondents - parental aspirations
Efsoe trespondents - " sociocoeconomic status
Bfoap *respondents * * occupational aspirations
Bfeap *respondents * * educational aspirations
$Correlations
1_0000
_asn ooo
=222 ono 1.000
-h11 214 324 1.000 =
_hon 27 nes 525 ooo
_a36 ors 230 200 286 ooo
-182 11s 093 876 or e 289 1.000
1846 o119 271 203 251 zos onL 1._.600
_Z260 oL 279 Bz aza s a1 _199 -361 1 _@00 =
I | ;l_l

. Click on the “Save As” option from the Notepad “File” menu to load the dialog box shown

below.
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File narne: IUhHHed Save I
Sawve az ype: I.-'l'-.ll File= [=.7] "I Cancel I

Type the file name into the “File name” string field to produce the dialog box shown below.

SaveAs ________  @H|

Save in: I =3 Peprah

|1 Exxttl
| Exxttz

File name: IF'E FPOHP. &8O Sawve I
Save as lype: I.-'-‘-.II Files [*.7] LI Cancel |

Click the “Save” push button to open the window shown below.

& Pepdhp_amd - Notepad = B
Fil= Edit Search Help
*The Duncan, Haller and Portes' Application. =]
S$Sample size — 329
$Input variables]
Repap frespondents" parental aspirations
Reint *respondents” inteligence
Resoe frespondents” socioceconomic status
Reocap rrespondents" occupational aspriations
Reeap *rrespondents” educational aspriations
Bfint frespondents” best fFriends®™ inteligence
Bfpap rrespondents" best friends® parental aspirations
Bfsoe *respondents” best friends®™ socioeconomic status
Bfoap rrespondents” best friends® occupational aspirations
Bfeap rrespondents” best friends" educational aspirations
$Correlations
1.-.09000
-184 1_60068
222 -049 1 _800
-411 -214 -3248 1_.000 =
-LB8L -27hL -85 -625 1 _06060
-336 -a78 -2308 -308 -286 1.-.0808
-182 =115 -8993 -876 -ar7a -289 1._.9000
-186 -819 -271 -293 251 -295 -84L44 1_060068
-2608 -84 -27Q “h22 -328 -5a1 -199 -361 1.800 =
L] _>l_I

Close the window above.
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2.3.2 CREATING AN AMOS GRAPHIC FILE FOR THE MODEL OF THE
DUNCAN, HALLER AND PORTES’ APPLICATION.

The model information may also be specified in the form of a path diagram. The path diagram is
drawn using the several intelligent drawing aids built into the program. In the model, depicted in
Figure 1.2, the Latent variables REAMB (Respondents Ambition) and BFAMB (Best Friends
Ambition) are modeled to influence one another. These paths are drawn as follows:

. Double click on the AMOS icon shown below.

The above action will open the “Unnamed project” window of AMOSGRAF, part of which is shown

below.

- Unnamed project : Group number 1 - Input
Fil= Edit Disgram Test ModelFit Global Help

]
. Click on the push button {::j. ¢

. Click inside the graphic field on the right hand side of the set of push buttons to draw an

ellipse (or circle) for a latent variable as shown below.

- Unnamed project : Group number 1 : Input
File Edit Diagram Text ModelFit Global Help

ol

™
Lal

Iy
01z

5
& O

]

il

IFEDIFE@
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Right click on the elliptic figure drawn to load the menu box below.

-

Eraze

% F=T=]

Duplicate

Fararneter Canstraint
towe Parameter

Wariable Mame

Shape
Touch Lp
Toggle Observed/Unobserved

Click on the “Variable Name” option to load the dialog box below.

% Yariable name 2]

I% 24 points I~ Bold I ltalic
I
Prezs
Cloze Previous ctrl-enter to
cloze
Bestore Hext

Type the variable name “REAMB?” in the string field.

Change the font size from 24 to 12 points to produce the dialog box below.

% Variable name B
I% 12 points I~ Bold I ltalic
REAMB
Prezs
Cloze Previous ctil-enter to
cloze
Bestore Hext

Click on the “Close” push button to load the “Unnamed project” window shown below.

-*: Unnamed project : Group number 1 : Input
Eil=  Edit  Alion Diagram  Text ModelFit Global Help

) =2 =
blo|o|
| R EF

&

'Y Lab
| 28] 22

Right click on the figure for “REAMB” to load the menu box below.
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REAMB
Eraze

[ b=

Druplicate

Farameter Constraint

torwve Parameter

*ariable M are

Shape

Touch Up

Toggle Obzerved/Unobzerved

Click on the “Duplicate” option of the menu options dialog box to reload the “Unnamed

project” window or click on the push button
AL

Click on the latent variable “REAMB” and drag to a new position to duplicate the latent

variable “REAMB” as shown below.

Right click on the duplicated “REAMB?” to change the variable name to “BFAMB” as shown

below.

Click on the push button

-

Place it on the latent variable “REAMB” and drag it to the latent variable “BFAMB”

Repeat the above action in the opposite direction.
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The above actions produce the diagram shown below.

. Click on the push button

&

. Place this on the latent variables “REAMB” and “BFAMB”.

. Right click on the error term placed on the latent variable “REAMB” and select the “variable

name” option of the menu options dialog box to produce the window with part shown below.

(\ Eraze

b v

= Duplic:ate
Parameter Congtraint
Move Parameter

ariable Mame

Shape
BE. Touch Up
Toggle Obzerved/Unobzered

. Click on the “Variable name” option of the menu options dialog box to load the “Variable

name” dialog box shown below.
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& Yariable name B

% 17 points I Bold I Italic

Press

Cloze Brevious ctrl-enter to
cloze

Bestore Hext

Change the font size from 17 to 12 points.
Type the error term name “Z1” in the string field of the “Variable name” dialog box as

shown below.

&= Variable name E

% 12 points I Bold I ltalic

i71
Press

LCloze FPrevious ctrl-enter to
cloze
Bestore MHext

Click on the close push button to produce the diagram below.

Repeat the above steps for the second error term to produce the “Unnamed project” window

below.

- Unnamed project : Group number 1 : Input
Fil= Edit Alionn Diagram Text ModelFit Global Help

= =

R LUV

[ =] R

— |l = @

¥ Lab -
===

snapell D8 || 25

L %ﬁ':;: Soroll e
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. Click on the “Manifest Variables” push button

E

. Click inside the graphical field on the right hand side of the set of push buttons, to draw a

rectangle for a manifest variable, at the left side of the two latent variables as shown below.

-*: Unnamed project : Group number 1 : Input
File  Edit Alion Diagram  Test ModelFit Global Help

With the same steps as described above for the latent variables “REAMB and “BFAMB” one would
be able to type in the name of the manifest variable and duplicate it to obtain as many manifest

variables as required in the path diagram. Part of the resulting diagram drawn is shown below.

=*: Unnamed project : Group number 1 : Input
File Edit Alon Diagram  Test ModelFit Global Help

b

1=
B[=|T|0[=|%

)
¥
&
2

Fa
tate || flect

Zoom
= o Scroll]

To check on the change in the degrees of freedom at any stage of the drawing of the path diagram,

clicking on the push button oF

to load a dialog box shown below.
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df =-4 E
Parameters: 7

Free parameters: 5
Sample moments: 1

. Click on the “OK” push button to reload the “Unnamed project” window.
The steps outlined above could be followed to draw the complete path diagram for the Duncan,

Haller and Portes’ application as shown below.

Late Hect

] i,‘i‘;: sorol

Tt Edit | ...__ _l

The graphics file for the path diagram could be saved by following the steps below.

. Click on the “Save As” option from the AMOS “File” menu to load the dialog box shown
below.
Save Az HE I
File name: Folders: _
|‘.amw | c:hamos “

Cancel |
Help |

5 ek

[ examples

3 peprah
[Z3 tutorial
-
-
Save file as type: Drives:
Ilnpul hile [*_amw] ;I I [= ' ;I

Select the required subdirectory, if any.
. Type the name of the file in the “File name” string filed to produce the dialog box shown

below.
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SaveAs @&

File name: Folders:

|pepdhp.amw | cohamosipeprah

Cancel |
| pep-dhp._amw - £ et -
pepdho. amw e : =5 amos

“5 peprah &I

27 exxitl

[ exxit2
= 27 write-up =
Save file as type: Dnives:
Ilnput fle [*.amw] ;I I = c: ;I

Click on the “OK” push button to reopen the window with the file name as specified in the

“File name” string field as shown below.

-*: Pepdhp : Group number 1 : Input
File  Edit Alion  Diagram  Test ModelFit Global Help

REFAF [

REINT

-'

PRI Global Help

LCalculate E stimates Crrl+FS

Groupsskdodels. .. Ckrl+5

Enter "'$" Commands. .. Cirl+D

Edit Configuration File...
Edit Include File...
“iewy Text Output. .

Analpziz Description. ..

Heterogeneous Structures. ..
kMeansz

Fodeling Lab. ..

EBarameter Constraints

Toggle Obzerved/Lnobzerved

Degrees of Freedom... F1z
“iews Spreadsheet. Ctrl+F
T

T T T —
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Click on the “Enter “$” Commands...” option of the “Model-Fit” menu to open the window

shown below.

@ "$" commands: Group number 1 BE B

File Edit Inzert Fontz Options Help
;I Commands

Double click on the “Include” option in the “Commands” list box to load the dialog box

below.

Enter a file name.

| |
cancer |

Type the “Data” file’s name in the string filed of the dialog box to produce the dialog box

below.

Enter a file name.

|AMD5\PE PRAHA\PEPDHP.AMD| |

cona |

Click on the “OK” push button to produce the window shown below.

= %" commands: Group number 1 BE= E
File Edit Insert Fontsz Options Help
Sinclude = c\amos\peprah\pepdhp.amd = Commands
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Click on the close button to close the window above.

Click on the “Model-Fit” menu to load the menu box below.

n Global Help
Lalculate Estimates Ctl+F3
Groupz/hodels... Ctrl+G
Enter "#"' Commands. .. Chel+D

E dit Configuration File. ..
Edit Include File. ..
“Wiew Text Output. .

Analyziz Description...

Heterogeneous Structures. .
Means

todeling Lab. ..

Parameter Constraints

T oaggle Obzerved /Unobserved

Degree= of Freedom. .. F12

s Spreadsheet...

Click on the “View Spreadsheet...” option of the “Model-Fit” menu to open the “View

Spreadsheet” dialog box shown below.

& Yiew Spreadsheet BE B

HEAMB | BEAMB | 71 (72| BEPAP | REINT [RESOE [ BFSOE | BFINT [BFPAP [EZ2|E3 | E4 |E1
BEAMBE = 1 = = = =

BFAMB = 1 = = = =

BEODAP 1 1
BREEAP = 1

BEFEAP = 1

BFOAP 1 1

Z1
£2
BEPAP = = =
BEINT
BESOE
BEFSOE
BFINT

Check the entries in the spreadsheet to see if all the paths in the path diagram have been
correctly specified.

Click on the close button to close the “View Spreadsheet” dialog box above.
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2.3.3 RUNNING AMOS
To run AMOS:

. Click on the “Model-Fit” menu to load the menu box below.

n Text WEIREEESE Global Help
LCalculate Estimates Crl+F3
Groups/hodels... Ctrl+G
Enter "'$'"' Commands.. Ctrl+Dr

E dit Configuration File...
Edit Include File. ..
Wiews Text Output...

Analysiz Descrphion. ..

Heterogeneous Structures. ..
Means

Foadeling Lab

Parameter Constraints

Toggle Observed/Unobserved

Diegrees of Freedom. .. F12
Wiews Spreadsheet... Ctrl+F
T

T T T —

. Click on the “Calculate Estimates” option of the “Model-Fit” menu to run the program.
. If there are no syntax errors, the program will run and the appearance of the window below

indicates the end of the iterations.

= PEP-DHP_AMO BI= B
Eil= Help

Tue Sep 21 16:-40:-92 199j

Amos
Uersion 3 .61 <w3I2>
by James L. Arbuckle

Copyright 19941997 Smalllaters Corporation
1587 E. S23rd Street — H452
Chicago, IL 68615 USA
e

Fax: 7732556252
http s s -smallwuaters -com
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2.3.4 THE AMOS OUTPUT FILE

(1) Tue Nov 14 09:16:12 2000

(2)
Anps
Version 3.61 (w32)

by Janes L. Arbuckle

(3)
Copyri ght 1994- 1997 Snal | WAt ers Cor porati on
1507 E. 53rd Street - #452
Chi cago, IL 60615 USA
773-667-8635
Fax: 773-955-6252
http://ww. smal | wat ers. com
(4)
(a) kkkkkhkkhkkhkhkhkkkhkhkkhkhkhkhkhkkkhkhhkhkhkhkhkkkkhkkhk kikikhkkkkk k kikikk*x*%
* Pepdhp: 14 Novenber 2000 09:16 AM *
K o o o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e *
* *
kkkkkhkkhkkhkhkhkkkhkhkkhkhkhkhkhkkkkhkhkhkhkhkhkhkkkhkhkkhk k kikhkkkkk kikikikk*x*%
(b) Serial nunmber 55501773
(5)
Pepdhp: 14 Novenber 2000 09:16 AM
Page 1
(6)
User - sel ected options
(1)
Qut put
Maxi mum Li kel i hood
(1)

Qut put format options:

Conpr essed out put

(1)
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M ni mi zati on options:

(V)

Sanpl e si ze:

(7)

Your

The nodel

Model

nodel

Techni cal

out put

St andar di zed esti nmates
Squared nultiple correl ations
Machi ne-readabl e output file

329

RECAP
BFEAP
BFOAP
REEAP

REPAP
REI NT
RESOE
BFSCE
BFI NT
BFPAP

REANVB
BFAMVB

Z1
Z2
E2
E3
E4
El

) Number
) Nunber

(1)

Wei ght s
Fi xed: 8
) Label ed: 0
) Unl abel ed: 12
Tot al : 20

Your _nodel

i S nonrecursive.

contains the follow ng variabl es

Nurmber of variables in your

observed
observed
observed
observed

observed
observed
observed
observed
observed
observed

unobser ved
unobser ved

unobser ved
unobser ved
unobser ved
unobser ved
unobser ved
unobser ved

of observed vari abl es:

of unobserved vari abl es:
Nurmber of exogenous vari abl es:
Nurmber of endogenous vari abl es:

(1)

(1)

Covari ances Vari ances

36

nodel :

endogenous
endogenous
endogenous
endogenous

exogenous
exogenous
exogenous
exogenous
exogenous
exogenous

endogenous
endogenous

exogenous
exogenous
exogenous
exogenous
exogenous
exogenous

18
10
8
12
6

(I'V) (V)

Means I ntercepts
0 0
0 0
0 0
0 0

(V)
Tot al



(10)

Conput ati on of Degrees of Freedom

() Nurmber of distinct sanple nonents: 55
(I'l) Nunber of distinct parameters to be estimated: 39
(rrr) Degrees of freedom 16
(11)
()
Oe 5 0.0e+00 -2.5336e-01 1. 00e+04 8.67208748849e+02
le 2 0.0e+00 -1.8075e-01 1.52e+00 2.54452125279e+02
2e 0 4. 2e+01 0. 0000e+00 7. 15e-01 7.08474287408e+01
3e 0 1.8e+01 0. 0000e+00 5. 00e-01 4,33064717040e+01
4e 0 2.3e+01 0. 0000e+00 2.00e-01 2.75318654279e+01
5e 0 2.3e+01 0. 0000e+00 6. 77e-02 2.68371552916e+01
6e 0 2.3e+01 0. 0000e+00 5. 60e-03 2.68303101130e+01
7¢ 0 2.3e+01 0. 0000e+00 1. 03e-04 2.68303082257e+01
(rr)
M ni mum was achi eved
(12)
(I') c¢ni-square = 26. 830
(I'l) Degrees of freedom= 16
(I'l'l')Probability level = 0. 043
(13)
(€Y () (1) (rr) (
Regr essi on Wi ght s: Esti mat e S. E.
REAMB <---- REPAP 0. 164 0. 039 4.
REAMB <---- REINT 0. 255 0. 043 5.
REAMB <---- RESOCE 0.222 0. 044 5.
BFAMB <---- BFSOE 0. 202 0. 040 5.
BFAMB <---- RESCE 0. 070 0. 044 1.
REAMB <---- BFSCE 0. 079 0. 047 1.
BFAMB <---- BFINT 0. 339 0. 042 8.
BFAMB <---- BFPAP 0. 130 0. 036 3.
REQAP <---- REAMB 1. 000
BFEAP <---- BFAMB 1. 066 0. 081 13
BFQAP <---- BFAMB 1. 000

37

RPRPRRPREPNMOO

. 00e+04
. 70e-01
. 32e-01
. 00e+00
. 08e+00
. 05e+00
. 01e+00
. 00e+00



(b)

REEAP <- - - -
REAMB <- - - -
BFAMB <- - - -

REAMVB
BFAMVB
REANVB

St andar di zed Regression Wi ghts:

()
Covari ances:

(d) _
Correl ati ons:

(1)
REAMB <- - - -
REAMB <- - - -
REAMB <- - - -
BFAMB <-- - -
BFAMB <-- - -
REAMB <- - - -
BFAMB <-- - -
BFAMB <----
REOAP <----
BFEAP <----
BFOAP <----
REEAP <----
REAMB <- - - -
BFAMB <-- - -

N
REPAP <--->
REPAP <--->
REPAP <--->
REPAP <--->
REPAP <--->
REINT <--->
REI NT <--->
REI NT <--->
REI NT <--->
RESCE <--->
RESCE <--->
RESCE <--->
BFSOE <--->
BFSOE <--->
BFI NT <--->

(1)
REPAP <--->
REPAP <--->
REPAP <--->
REPAP <--->
REPAP <--->
REINT <--->
REI NT <--->
REI NT <--->
REINT <--->
RESCE <--->
RESCE <--->
RESCE <--->

REPAP
REI NT
RESCE
BFSOE
RESOE
BFSCE
BFI NT
BFPAP
REANVB
BFANVB
BFAVB
REAMVB
BFAVB
REANVB

REI NT
RESOE
BFSOE
BFI NT
BFPAP
RESCE
BFSOE
BFI NT
BFPAP
BFSCE
BFI NT
BFPAP
BFI NT
BFPAP
BFPAP

REI NT
RESOE
BFSOE
BFI NT
BFPAP
RESCE
BFSOE
BFI NT
BFPAP
BFSCE
BFI NT
BFPAP

Esti mat e

Esti mat e

38

1
0
0

[eNeoNoNoNoNoNoNoNolNoNoNoNoNolN

(I

©Co00000000000~

. 060
. 173
. 190

1)
. 214
. 333
. 290
. 282
. 088
. 104
. 438
. 196
. 767
. 825
. 774
. 813
. 174
. 184

)

0
0
0

COOLOO0OO0O0000000

. 090
. 087
. 081

dan
S. E

11
1
2

WoukRrARNPOORPOOOW

. 819
. 987
. 352



BFSOE <---> BFINT 0. 295

BFSCE <---> BFPAP 0.044
BFI NT <---> BFPAP 0. 209
e 0 (I
Vari ances: Estimate
REPAP 1. 000
REI NT 1. 000
RESCE 1. 000
BFSCE 1. 000
BFI NT 1. 000
BFPAP 1. 000
Z1 0. 282
z2 0.234
E2 0. 338
E3 0. 318
E4 0. 400
El 0.411
® | | |
Squared Multiple Correl ations: Esti nmat e
(1) (1)
BFAVB 0. 609
REAVB 0.521
REEAP 0. 662
BFOAP 0. 599
BFEAP 0. 681
REQAP 0. 589

(9)

Stability index for the follow ng variables is

BFAVB
REAMB
(14)
(@)
(1) (1) (1)
Model  NPAR CM N
Your _nodel 39 26. 830 16
Sat ur at ed nodel 55 0. 000 0
| ndependence nodel 10 862. 753 45

39

(1
S. E

078
078
078
078
078
078
047
040
052
046
046
051

COOOO0O0O00O000O0

0. 033

(V)
P

(1v)
CR

12.
12.
12.
12.
12.
. 806
. 018
. 883
. 528
. 892
. 628
. 052

[
oo UTON

806
806
806
806
806

(V1)

CM N DF

(V)
Label



(1) (1) (rer) (1V) (V)
Model RVR GFl AGFI PG
Your _nodel 0. 021 0. 984 0. 946 0. 350
Sat ur at ed nodel 0. 000 1. 000
| ndependence nodel 0.276 0. 544 0. 443 0. 445
(©)
(1) (1) (rer) (1V) (V) (V)
DELTAl RHOL DELTA2 RHO2
Model NFI RFI | FI TLI CF
Your _nodel 0. 969 0.913 0. 987 0. 963 0. 987
Sat ur at ed nodel 1. 000 1. 000 1. 000
| ndependence nodel 0. 000 0. 000 0. 000 0. 000 0. 000
(d)
(1) (1) (1) (1V)
Model PRATI O PNFI PCFI
Your _nodel 0. 356 0. 344 0. 351
Sat ur at ed nodel 0. 000 0. 000 0. 000
| ndependence nodel 1. 000 0. 000 0. 000
(e)
(1) (1) (rer) (1V)
Model NCP LO 90 H 90
Your _nodel 10. 830 0. 326 29. 183
Sat ur at ed nodel 0. 000 0. 000 0. 000
| ndependence nodel 817. 753 726. 062 916. 858
(f)
(1) (1) (rer) (1V) (V)
Model FM N FO LO 90 H 90
Your _nodel 0. 082 0. 033 0. 001 0. 089
Sat ur at ed nodel 0. 000 0. 000 0. 000 0. 000
| ndependence nodel 2.630 2.493 2.214 2.795
(9)
(1) (1) (rer) (1V) (V)



Your _nodel 0. 045 0. 008 0. 075 0.563
| ndependence nodel 0. 235 0.222 0. 249 0. 000
(h)
(1) (1) (1) (1V) (V)
Model Al C BCC BIC CAl C
Your _nodel 104. 830 107. 537 342.677 291. 877
Sat ur at ed nodel 110. 000 113. 817 445. 425 373.783
| ndependence nodel 882. 753 883. 447 943. 739 930. 713
(1)
(1) (1) (rer) (1V) (V)
Model ECVI LO 90 H 90 MECVI
Your _nodel 0. 320 0. 288 0.376 0. 328
Sat ur at ed nodel 0. 335 0. 335 0. 335 0. 347
| ndependence nodel 2.691 2.412 2.993 2.693
(J)
(1) (1) (1)
HOELTER HOELTER
Model 05 01
Your _nodel 322 392
| ndependence nodel 24 27

(15)

Execution time summary:

() M nimzation: 0.520
(rn) M scel | aneous: 0. 752
(rrr) Boot st r ap: 0. 000
(v Tot al : 1.272

ENTRIES OF THE AMOS OUTPUT FILE

1. Date and time of the analysis.

2. The name, the version and the author of AMOS.

3. Information about the company with the right to distribute AMOS.

4. @ Name of the input file used in the analysis and the date, day and time of the analysis.

(b) Serial number of the particular installation of AMOS.

o

Same as 4(a).
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6. User-selected options

) The method of estimation used.

(1) The format in which the output file is to be provided.

(111)  Minimization options

(IV)  Size of the sample used in the analysis.
7. The list of descriptive names of all the variables of the model fitted to the data.
8. ) The total number of variables of the model.

(1) The number of observed variables of the model.

(1) The number of unobserved variables of the model.

(IV)  The number of exogenous variables of the model.

(V)  The number of endogenous variables of the model.

9. Column (1):

Column (11):

number of weights or parameters.

number of covariances in the model.

Column (I111): number of variances in the model

Column (IV): number of means provided in the data for the analysis.

Column (V):

number of intercepts specified in the data for the analysis.

Column (V1): the total for each row.

Row(l):
Row(II):
Row(I11):

Row(1V):

the number of the fixed parameters in the model.

the number of parameters of the model that are labeled.

the number of parameters of the model are neither fixed nor labeled. These
parameters are free to take on any value.

the total of each column.

10. Computation of Degrees of Freedom

Row(l):

Row(II):

Row(l11):

the number of distinct sample moments ( sample variances and nonduplicated
covariances), usually denoted by p.

the number of distinct parameters to be estimated in the model, usually
denoted by g.

degrees of freedom is given by d=p-g
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11.

12.

Q)

(1)

Q)

Minimization history.
The details of the progress of the minimization of the discrepancy function.
Minimum was achieved. This sentence indicates that the minimization process was

without any disruptions.

The value of the Chi-square test Statistic.

This is given by (Steiger, Shapiro and Browne, 1985)
&= ni

where Qa,g) IS the minimum value of the discrepancy functions (Browne, 1982,

1984) of the form:
C(a,q) =[N —r]F(a,fgl),
Ei N (g)f @l(g),z (g);xg(g)ﬁﬁ
where F(a,a) == — 1 and
70 N O

H H

r is a nonnegative integer specified by the “$chicorrect” command.
f(.) denotes the discrepancy function which measures the discrepancy between the
model and the sample moments,

n= N-r,

G
N = z N@ | the total number of observations in all groups combined,
g=1

a(y) is the vector of order p containing the population moments for all groups
according to the model,

a is the vector of order p containing the sample moments for all groups,

Jlis the value of y that minimizes F( a(y);a ),

N‘@ is the number of observations in group g,

G is the number of groups,

1 (y) is the mean vector for group g, according to the model,
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z ©@(y) is the covariance matrix for group g, according to the model,

S is the sample covariance matrix for group g,
1
X = N > %, % is the r-th observation on the i-th variable in group g.
g r=l

Different discrepancy functions are obtained by changing the way f is defined. In the case of
maximum likelihood estimation ($ml), Cr, and Fy, are obtained by taking f to be

f(“(g)’Z (9);X(g);8(g)) - |Og|z (g)| +tr(S(g) z (g)—l) —Iog|S(g)| ~p'©® +%<g) —H(g)%z (g)—l%(g) - “E
- U [

Row (I1): Same as in (11) Row (I1) above.
Row (I11):  The “p value” for testing the hypothesis that the model fits perfectly in the

population.

(13) (@

Column (I):  The list of all the dependence paths in the model.

Column (I1): Point estimates of the regression weights between the dependent and
independent variables in the dependence paths.

Column (I11): Standard errors of the estimators of the regression weights (parameters).

Column (1V): The Critical ratios (C.R) are the ratios of the estimates (Column (I1) ) and the
corresponding standard errors (Column (I11) ).

Column (V): Label
If any parameter of the model is not given a descriptive name, AMOS
generates a name for the parameter. The AMOS’ make-up name appear in the
“Label” column. There are no such make-up names in this case.

(b)

Column (I):  The list of the correlations among exogenous variables of the model

Column (I1): Point estimate of the parameter.

(©)

Column (I):  The list of all the covariance paths in the model.
Column (I1): same as Column (I1) in (a) above.

Column (I11): same as Column (111) in (a) above.

Column (IV): same as Column (1V) in (a) above.
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(14)

Column (V):

(d)
Column (I):
Column (11):

(e)

Column (I):
Column (11):
Column (111):
Column (1V):
Column (V):

(f)

Column (I):
Column (11):

9)

same as Column (V) in (a) above.

same as Column (1) in (c) above.
same as Column (I1) in (c) above.

The list of all variance paths in the model
same as Column (I1) in (a) above.
same as Column (111) in (a) above.
same as Column (1V) in (a) above.

same as Column (V) in (a) above.

The list of the endogenous variables of the model
Point estimate of the squared multiple correlation between each endogenous
variable and the variables (other than residual variables) that directly affect it.

The stability index for the unobserved variables BFAMB and REAMB. This is computed

from:

(@)

Column (I):
Column (11):
Column (H1):
Column (1V):
Column (V):

Column (V1):

(b)
Column (I):

Type of model.

The number of distinct parameters (q) being estimated.

The minimum discrepancy function value.

Degrees of freedom for the model.

The probability level for testing the hypothesis that the model fits perfectly in
the population.

The ratio of the minimum discrepancy function value and the corresponding
degrees of freedom.

Type of model.
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Column (I):

Column (H1):

Column (1V):

Column (V):

(©

The square root of the average squared amount by which sample variances
and covariances differ from their estimates obtained under the assumption that
the model used in the analysis is correct. It is computed from:

G [P Jsi e
RMR = \/ 0 Z(@g) _a(g))D/Z p’@
9=t 0 o1

=1 =1

where g@(y) = vec(z (g)(y))

p"@ is the number of sample moments in group g.

The goodness of fit index (GFI) is given by ( Joreskog and Sérbom, 1984,
Tanaka and Huba, 1985)

GFl =1-

<Pl T

where F is obtained by evaluating F with Yy @=0,912..,G
An exception has to be made for maximum likelihood estimation, since f(.) is

not defined for Z @ = 0. For the purpose of computing GFI in the case of

maximum likelihood estimation, f @Z (@ ;S(g)ﬁ Is computed as

f& &) ;S(g)gz %tr[K(g)—l(S(g)_ )3 (g))]z
with K =5 @(H,) |

where Yis the maximum likelihood estimate of y .

The adjusted goodness of fit index (AGFI) is given by:
AGFl =1-(1 —GFI)%

G
where d, = p*®

g=1
The PGFI, parsimony of fit index; is given by (Mulaik, et. al, 1989):
PGFI = GFIdi.

b
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Column (I):
Column (11):

Column (111):

Column (1V):

Column (V):

(d)
Column (I):
Column (11):

Column (H1):

Type of model
The normed fit index (NFI) or deltal,A,, is obtained from (Bentler and

Bonett, 1980):

NFI= A,=1-

where & =niE! is the minimum discrepancy function value for the baseline

model.

The relative fit index (RFI) or rhol, p,, is obtained from (Bollen, 1989):

_&hd _,_Fid
@;/db rl_?/db.

The incremental fit index (IFI) or delta2, A, , is obtained from (Bollen, 1989):

&-8
G-d

The Tucker-Lewis coefficient of rho2, p,, also known as Bentler and Bonett

RFI= p,=1

IFI= A, =

non-normed fit index (NNFI) is given by (Bentler and Bonett, 1980):

max(C-d,0) _ NCP

TLI= p,=1- = .
P max(¢] -d,,0) NCP,

where NCP is the noncentrality parameter estimate for the model being
evaluated and NCPy is the noncentrality parameter estimate for the baseline
model.

Type of model
The parsimony ratio (PRATIO) is given by (James, Mulaik and Brett, 1982,
Mulaik, et. al, 1989):

PRATIO = di

where d; is the degrees of freedom of the independence model.

The PNIF is the result of applying James, et. al.’s 1982, parsimony to the NFI.
It is obtained from:

PNFI = (NFI)(PRATIO) = NFI di

b
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Column (1V): The PCFI is the result of applying James, et al.’s (1982) parsimony adjustment
to the CFI. It is obtained from:

PCFI = (CFI)(PRATIO) = CFldi.
b
(e)
Column (1):  Type of model
Column (Il): NCP = max(@—d,O) is an estimate of the noncentrality parameter,
0=C, =nF,.

where F, is the value of the discrepancy function obtained by fitting a model
to the population moments rather than to sample moments. F, is given by:
Fo= min[F(a(y).a,).
y
Column (111): LO90 is the lower limit 6, of a 90% confidence interval, on & and is

obtained by solving the equation:

q:(@/ 5,d) =0.95

for & where ®(x/&,d)is the distribution function of the noncentral chi-

squared distribution with noncentrality parameter & and d degrees of

freedom.

Column (1V): HI90 is the upper limit o, of a 90% confidence interval, on é and is obtained
by solving the equation:
(¢ 5,d) =0.05 for 5.
()
Column (1):  Type of model.

Column (I1): this is the minimum value, EJ of the discrepancy function F.

Column (111): LO90 is the lower limit, d, , of a 90% confidence interval on F,. It is given by:

LO90 = 1/i
n

Column (1V): HI90 is the upper limit value,d,, of a 90% confidence interval on F,. It is
given by:

5U

HI90 = ,|—
n
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(9)
Column (I):

Column (11):

Column (H1):

Column (1V):

Column (V):

(h)
Column (I):
Column (11):

Column (111):

Type of model.
the root mean square error of approximation (RMSEA) is given by ( Browne
and Cudeck, 1993):

RMSEA = \/? .

LO90 is the lower limit, &, , of a 90% confidence interval on the population

value of RMSEA. It is given by:

LO90 = 1/5Ld/” .

HI90 is the upper limit, J,, of a 90% confidence interval on the population

value of RMSEA. It is given by:

Higo = [%u/N
d

PCLOSE = 1- qn(@/ 0.052nd,d)

Is a “p value” for testing the null hypothesis that the population RMSEA is no
greater that 0.05.
i.e.  Ho: RMSEA < 0.05.

Type of model

The Akaike information criterion (AIC) is given by:

AIC = ¢+ 2q.

The Browne and Cudeck (1989) criterion (BCC) is given by:

G @ p(g)(p(g) +3)
z N@ — p@ _2
BCC = L+ 22 d

G

Z p(g)(p(g) +3)
g=1

where b@ = N©@ —1 if $emulisrel6é command has been used, or

b(® =nN® /N if it has not.
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Column (1V):

Column (1V):

(i)
Column (I):
Column (11):

Column (H1):

Column (1V):

Column (V):

)

The Bayes information criterion (Schwarz 1978; Raftery, 1993) is given by

the formula:

BIC = ¢& gLn(N®p™). Note that g=1 in this case.

Bozdogan’s (1987) CAIC (consistent AIC) is given by the formula
CAIC = CLq(LnN® +1).

Type of model.

The expected cross-validation index (ECVI) is given by the formula:

ECVI = l(A|C) Ny
n n
LO90 is the lower limit, o, , of 90% confidence interval on the population

ECVI. It is computed from:

o, +d +2q
-

LO90 =

HI90 is the upper limit, o, , of 90% confidence interval on the population

ECVI. It is computed from:

o, +d +2q
-

HI90 =

The modified expected cross-validation index (MECVI) is given by the

formula:
G (g (g)(p(g) +3)
Z N(g) _ p(g)
MECVI = —(BCC) = ¢l 2g =
z (g)(p(g) +3)
g=1

where a® = (N@ -1)/(N -G if the $emulisrel6 command has been used,

or a9 =N®@ /N ifithas not.
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(15)

Column (I):
Column (I1):

Column (111):

Row (I):
Row (I1):

Row (I11):
Row (1V):

Type of model

Hoelter’s (1983) “critical N is the largest sample size for which one would
accept the hypothesis that a model is correct at 0.05 level of significance.
Hoelter’s (1983) “critical N is the largest sample size for which one would

accept the hypothesis that a model is correct at 0.01 level of significance.

The time for AMOS’s minimization algorithm.

The time used for anything not falling into another category, but consisting
mostly of input parsing and output formatting.

The time used to for bootstrap algorithm.

The sum of the times in Row (1) to Row (I11).
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CHAPTER 3
EQS

3.1 HISTORICAL BACKGROUND

Peter Bentler developed the first commercial version of the Structural Equation Modeling program
EQS (which can be pronounced like the letter “X”) in 1985. The acronym EQS stands for
EQuationS. EQS implements the Bentler and Weeks model (Bentler & Weeks, 1979, 1980, 1982,
1985; Bentler, 1983a,b). The first commercial release of EQS was through BMDP. Bentler
developed an updated version in 1989. The latest version of EQS (Bentler, 1995) is available for
Windows. An Apple Macintosh version of EQS is also available.

The computer program EQS was developed to meet two major needs in statistical software. At the
theoretical level, applied multivariate analysis based on methods that are more general than those
stemming from multinormal theory have not been available to statisticians and researchers for
routine use. At the applied level, powerful and general methods have also required extensive
knowledge of matrix algebra and related topics that are often not routinely available among
researchers. EQS is meant to make advanced multivariable analysis methods accessible to the
applied statistician and practicing data analyst. EQS is intended for users who are familiar with the

basic concepts of structural equation modeling.

3.2 THEEQS INPUT FILE

To run EQS, the user must prepare an EQS Input File. An EQS Input File is a text file that consists
of several paragraphs. This file may be created by typing it manually in a text editor such as

Notepad, Wordpad or by using the “Model Specifications” dialog box of EQS.

GENERAL RULES FOR TYPING EQS INPUT FILES
. A slash, followed by a capitalized keyword, begin each section.
. V1, V2, etc are used for manifest variables whereas F1, F2, etc are used for latent variables.

. /END appears at the end of each input file.
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In the /EQUATIONS paragraph of the input file, there is one equation for each dependent
variable in the model. A dependent variable is one that is a structured regression function of
other variables and it is recognised in the path diagram by having one or more arrows aiming
at it.

For each parameter within an equation, an asterisk or star “*” after a numerical value
specifies that the parameter is to be estimated, with the number to the left of the asterisks as a
starting value. If no number is given next to the “*”, the program will insert the starting
value. Numerical values not followed by asterisks specify that the parameter is to be fixed to
the numerical value.

Every independent variable in the model must have a variance.

The fixed constant V999, which is used in the structured means models, does not have a
variance.

When the raw data matrix is used as the input data matrix, it could be provided in another
file.

When a covariance or correlation matrix is used as the input data matrix, it should be part of

the input file or it could be provided in another file.

An EQS Input File may be divided into three sections. These are:

1.
2.
3.

Model and Data Information,
Model Specification and
Data

3.2.1 MODEL AND DATA INFORMATION

Model information is specified in three paragraphs, namely the TITLE, SPECIFICATIONS and
LABELS paragraphs.

Details of each paragraph are discussed below.

(a)

TITLE Paragraph

This paragraph provides a description for the analysis to be performed. It starts with /TITLE. For the

model, depicted in Figure 1.2, we may have a title paragraph as follows:
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ITITLE
Duncan, Haller and Portes (1971) Path Analysis Model for Data on Peer Influence on

Ambition;

(b) SPECIFICATIONS Paragraph

This paragraph starts with the keyword “/SPECIFICATIONS”. It describes the problem to be
analyzed, including the number of cases (observations), the number of variables and the type of
input data matrix, the method(s) of estimation desired, input datafile’s name, cases to be deleted, etc
as explained below.

The syntax for the SPECIFICATIONS paragraph is given by:

VARIABLES = p;
where p denotes the number of manifest variables in the model.
CASES =n;

where n denotes the number of observations, cases or objects under study.
MATRIX= Any of the following options:

COV (Covariance matrix input)

COR (Correlation matrix input)

RAW (Raw data input)
If the sample covariance or correlation matrix is to be analyzed, it may be included in the input file
after the Model information and the Model specification, or created separately as an EQS system file
and then saved with extension “.ess”. If the input covariance or correlation matrix is provided in a
separate file, the name of the file must be specified as part of the “Specifications” paragraph. As a
default, EQS uses a “free-field” input format, which requires that elements of the matrix be
separated by at least one blank space. It is assumed that no extraneous information, such labels,
missing data codes etc. exists. Typically, when a correlation matrix is input, standard deviations
must also be provided. When a raw data matrix is to be analyzed, a separate text file, that contains
the data matrix, should be prepared. The rows and columns refer to the cases and variables,
respectively of the data. The raw data matrix can be created in EQS or imported from other files
such as MICROSOFT EXCEL files and then saved as EQS system file with the extension “.ess”. For
an external data file, the file name may be specified as follows:
DA= filename

where “filename” is the name of the file containing the raw data matrix, covariance or correlation
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matrix. MATRIX = CQV is the default in this paragraph. This means that if the input data matrix is
not a covariance matrix, it must be specified else the program will take it to be a covariance matrix

in the analysis.

METHOD = method;

where method is one of:

Least squares, abbreviated LS,

Generalized least squares, abbreviated GLS,

Maximum likelihood, abbreviated ML,

Elliptical least squares, abbreviated ELS,

Elliptical generalized least squares, abbreviated EGLS,

Elliptical reweighted least squares, abbreviated ERLS,

Avrbitrary distribution generalized least squares, abbreviated AGLS, (requires MATRIX = RAW),
and

Robust statistics, xx (any method except AGLS), abbreviated xx, ROBUST.

ML is the default method.

For the model, depicted in Figure 1.2, we may have a /SPECIFICATIONS paragraph as follows:
/SPECIFICATIONS

METHOD = ML; CASES=329; VARIABLES=10; MATRIX= COR;

(©) LABELS paragraph

This paragraph allows the user to provide descriptive names for the variables in the model. Each
variable is given a descriptive name of at most eight characters. For the model, depicted in Figure
1.2, we may have a /LABELS paragraph as follows:

/LABELS

V1= REINT; V2= REPAP; V3=RESOE; V4=REOAP; V5=REEAP; V6=BFINT; V7=BFPAP;

V8= BFSOE; V9= BFOAP; V10 = BFEAP; FI= REAMB; F2=BFAMB,;
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3.2.2 MODEL SPECIFICATION WITH EQS.

Using several EQS paragraphs, many of which are not required for simple models, specifies the
model. Brief descriptions of some of the sections are given below. Those sections, that are not
always needed, are indicated as optional.

/EQUATIONS

This section contains the structural equations involved in the model under consideration. The
/EQUATIONS section also provides information for the automatic selection of variables from the
input matrix. For the model, depicted in Figure 1.2, the endogenous manifest variable V4 (REOAP)
receives single headed arrows from the latent variable F1 (REAMB) and a measuring error E4

respectively. These paths are displayed in Figure 3.1 below.

.18

V4

Figure 3.1 Regression path between V4 and F1. @

These regression path above is written in an equation form as

V4 = +*F1 + E4;
where "+*" indicates that the coefficient of F1 is to be estimated with a starting value to be provided
by EQS. The “+” in front of E4, without “*” indicates that the coefficient of E4 is fixed, in this case,
to “1”.

IVARIANCES

The variances of the independent variables are specified in this section.

For the model depicted in Figure 1.2, double headed arrows are employed from the manifest variable
V2 (REPAP) to itself to specify a variance and to V3 (RESOE), and V1 (REINT), to specify

covariances. These paths are shown in the diagram below.

T

REPAP [ > REINT [* %] RESOE

e e

Figure 3.2 Variance/Covariance Paths between V2, V3 and V1.
56




These variances are specified as the following structural equations:
IVARIANCES
V1=1,
V2 =1,
V3=1,;
where "=1" indicates that the variance is fixed at 1.

/ICOVARIANCES (Optional)
If independent variables are correlated, the covariances between them are specified in this section. In
addition to the usual covariances, such as those between the residuals of observed variables or
between independent latent variables, the covariances between any pairs of independent variables
may be estimated, subjected only to the requirement that the model be identified. The covariances,
which exist between V1 and V2, V2 and V3 and between V1 and V3, may be specified as the
following structural equations.

V2,Vil=*;

V2,V3=*;

V1, V3=*;

JCONSTRAINTS (Optional)

Parameters, that are constrained to be equal, are indicated in this section.

/INEQUALITIES (Optional)

An upper and/or lower bound for any free parameter to be estimated can be specified in this section.
The basic convention uses capitalized FORTRAN -like greater than (GT), greater than or equal to
(GE), less than (LT), and less than or equal to (LE) symbols. For example, the inequality (V1,V2)
GT 0.1, LE1,; specifies that the covariance between V1 and V2 is to be greater than 0.1 and less than

or equal to one.

3.2.3 DATA

This keyword should be used if: 1) the data to be analyzed is in an external file, i.e., it is not the
covariance/correlation matrix given in the /MATRIX section of the SPECIFICATIONS paragraph;
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and 2) the user’s computer system is interactive, for example, an IBM/PC, VAX, or equivalent
system. The external data file is specified under the SPECIFICATION paragraph with the keyword
“DA=" or “DATA=" followed by the filename, in single quotes, with the extension “DAT” for raw
data and “ESS” for correlation or covariance matrix. The content of the file can be a raw data matrix,
a covariance matrix or a correlation matrix. Neither missing data nor missing data codes are
permitted.

For the analysis of the model depicted in Figure 1.2, the sample correlation matrix used is provided

in lower triangle form in free format as shown below.

IMATRIX

1. 0000

.184 1. 000

.222 .049 1.000

.411 . 214 . 324 1. 000

.404 . 274 .405 .625 1.000

.336 .078 .230 .300 .286 1.000

.102 .115 .093 .076 .070 .209 1.000

.186 .019 .271 .293 .241 .295 .044 1.000

.260 .084 . 279 .422 .328 .501 .199 .361 1.000

.290 .112 .305 .327 .367 .519 .278 .411 .640 1.000

ISTANDARD DEVIATIONS (Optional)
If the input matrix to be analyzed is a correlation matrix, the standard deviations should be provided.
Providing the standard deviations cues the program to transform the correlation matrix into a

covariance matrix prior to estimation and fit. An example is given below.

ISTANDARD DEVIATIONS
1.043 2440 1.138 3.47/6 6.206 0.953 2.441 1.593 0.741 4.337
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3.3 ILLUSTRATIVE EXAMPLE.
THE DUNCAN, HALLER AND PORTES’ APPLICATION.

3.3.1 CREATING THE EQS INPUT FILE

The steps by step method of creating an EQS Input File are outlined below.

. Double click on the EQS icon shown below.

°
Font Help
EjouTtPUTI OG0 M==1E]
WELCOME TO EQS for Windows 5.1 June, 1295
Copyright (o) 1955—-1995 by Peter M. EBentler
User Interface Copyright (o) 1992—-1995 by Eric J.C. Tua
Prograwmnm starts here o ..
Please open @ dats £ile
H [13 H ”
. Click on the “Build_EQS” menu to load the menu box below.

wditidowe  Fonk

H
it ications
E quation= I

Warances/Covanances

Cornstraints
Iequality

LMTEST
wlald Test

Frint
Technical

Simulation
D utpat

Run EQSA386

EQS “working Srrap
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Click on the “Title/Specifications” option of the “Build_EQS” menu to load the "Title for
EQS Model’s” dialog box shown below.

Title for EQS Model B

The EQS model's title is

Do you want to invoke EASY BUILD ?
#YES ' NO

0K Cancel

Type the title "DUNCAN, HALLER AND PORTES' APPLICATION" into the "EQS models

title is" string field to produce the dialog box shown below.

Title for EQS Model |

The EQS model's title is
|DUNCAN, HALLER AND PORTES' APPLICATION |

Do wou want to inwvoke EASY BUILD ?
' YES N0

Ok Cancel |

Click on the "OK" push button to load the "EQS Model Specification" dialog box shown

below.

ERQS Model Specifications

MRun Multisample Analysis Groups = I:I

Estimation Method Categorical Variables

Data File Mame is

Input Data Tywpe is

= Faaw Data = Cowariance Matrix = Correlation Matrix

Adwvance I Ok I Cancel
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Type the number of manifest variables into the "Variables" string field.
Type the number of cases into the "Cases" string field.

Activate the "Correlation Matrix" radio button of the "Input Data Type is" radio buttons to

produce the dialog box shown below.

ERQS Model Specifications

I Fun Multisample Analysis Groups = I:I
Data File Mame is
Estimation Method Categorical Variables
Input Data Tywpe is
& Paw Data & Cowvariance Matrix *=Correlation Matrix
Adwvance I Ok I Cancel I

Click on the "OK" push button to load the "EQS for Windows" dialog box below.

EQS for Windows B |

& Data file is not specified.

Click on the “OK” push button in the "EQS For Windows" dialog box above to load the
"Build Equations™ dialog box shown below.

Build Equations E I

" Adopt Equations from Factor Analysis
Factor Loading Filter

* Create New Equations
Mumber of ¥ariables: (10
MNumber of Factors:

Cancel |

" Special Effects

[ Structured Means ¥ Use All Variables
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. Type the number of latent variables into the "Number of Factors" string field to produce the

dialog box shown below.

Build Equations I
i~ Adopt Equations from Factor Analysis 0K
Factor Loading Filter
Cancel
¥ Create New Equations
Number of Variables: |10
Number of Factors: 2
{" Special Effects
[ Structured Means ¥ Use All Variables
I
. Click on the "OK" push button to load the “Create New Equations” dialog box shown below.
E et Nen tt T T TTTIIIRRE—amm———— —=r=
- DONE | CANCEL | f’
F1 Fz vl e W3 wa wa Ve W wE h=]
Vi
Ve
W3
Vi
e
Vo
Rt
V5
we
wio
EXS D
=L

In the model, depicted in Figure 1.2, a single headed arrow is drawn from F1 (REAMB) to V4
(REOAP) and also from F1 to V5 (REEAP) as shown below.

REOAP

REEAP
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Figure 3.3: The dependence paths between F1, V4 and V5.
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. The dependence path F1 to V4 is indicated in the windows above by clicking on the space
corresponding to Column "F1" and Row "V4”. An asterisk “*” appears in the space clicked.
The dependence path “F1 to V5 * is also indicated in windows above by clicking on the
space corresponding to Column "F1" and Row "V5”.

. Continue with the steps above for all the other dependence paths in the model depicted in

Figure 1.2 to produce the “ Create New Equations” dialog box shown below.

E ﬂl:leate Hew Equations

DONE | CAMCEL |

F1 F= L W ks W3 =] =) T =]

3
3
WS
=)
L
=]
e el
A0

+*
* * * -
* * * -

. Click on the “DONE” push button to load the “Create Variances/Covariances” dialog box

shown below.

L e e
E ﬁ Create YVarnances/Covarnances

DONE | CAMNCEL |

1 = o] =) T =] E3 ES ES E10
Tl =
E @

=) =
T W
=] =
E 4 =
ES =
ES =
E10 W=
D1

All the variances in the model would be automatically indicated at this stage.
For the model, depicted in Figure 1.2, double headed arrows are employed from the manifest

variable V2 (REPAP) to itself to specify a variance and to V3 (RESOE), and V1 (REINT), to specify
covariances. These paths are shown in the diagram below.
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Ty

REPAP [ > REINT [€ 2] RESOE

Figure 3.4 Variance/Covariance Paths between V2, V3 and V1.

The covariances above are added to the equations by the following actions.

. Click on the cell in Row "V2" and Column "V1” of the “Create Variances/Covariances”
window above until an asterisk “*” appears.

. Click on the cell Row "V3" and Colunm "V1”.

. Repeat the above step for all the other covariance paths in the model to produce the “ Create

Variances/Covariances” dialog box shown below.

E [EfCreate Variances/Covariances  ~_ |[E=IE
: DONE | CANCEL | :I
1 W 3 e LTars WS E4 ES ES E10
Wl W
E * *
RTac] w w w
WE * * * *
LTars W w W W o
e * * * * * "
E4 W
ES W
ES W
E10 W
| -
. Click on the “Done” push button to open the window below.

HALLER AND PORTES'
ASPECIF ICATIONS
WARTABLES=10:; CASES=3=29:
SLABELS

WI=REINT; WZ=REPAF;: VW3I=RESOE; W4=REOAF: WS=REEALAF: “W&=BF IIT:
TEF=BFPAP; WS=BFSOE; VO9=BFEAP:; VI1IO=EFCOAP: F1=-REAME: FZ—EFAME:
METHODS =ML -

MATRIX=CORRELATICN:

A EQIT AT TOTTs
T = + =F1 + E-a:

AP PL IC AT IO

s = + *F 1 + ES:

= = + wF= + Eo:

Srio = + TFz= + Ei10:

Fi = + wF= + FTL o+ FWE 4+ WS o+ YYWS + Dl
Fz = + *F1 4+ WITE 4 RS 4+ WFTF 4+ WS+ D=z
A AR TATICES

A

I |

64



The model file created has the default name, “WORK.EQS”. Save the model file by following the

steps below.
Click on the "Save As" option from the EQS “File” menu to load the dialog box shown

below.

Select the right drive and the right path.

Type the file name into the "File name" string field to produce the dialog box shown below.

SaveAs ___ @E

File name: Folders:
pep pD. e cheqsipeprah
Cancel |
- 5 et -
i3 =as
5 peprah
I Bead only
-
-
Save file as type: Dirives:
|Text Data Files[~TxT) =| |=e =

Click the "OK" push button to open the window shown below.

i EQS for Windows 5.1 Bi= E
Fil= Edit Data Analesis Build EQS  window Font Help

=H C:AEQSAZPEPRAHNPEP-DHP.EQS HE= E

S TITLE -
DUNC AN, HALLER AWND FPORTES' APPLICATICHN
ASPECIFICATICNS
TARIAEBLES=10; CASES=329: METHODS=ML: MATRIX=CORRELATIOLN
ALABELS
W1=REINT:VEZ=REPALAP:V3=RESOE:V4=REOAP :VE=REELP: VS=EF INT:
WIP=EBFPAP; VWS=BFSOE;Vo=BFEAFP;W10=EFOAFP: F1=REALAME:FZz=EF 4ME
A EQUTAT TONS

= + wF1 + E&:
e = + F1 + ES5:
e = + wFZ + E9:
wio = + Fz + E10:
F1 = + *FZz + W1l + *WE + "3 + WS + D1:
Fz = + *F1 + I 4+ FTWE 4+ Y7 4+ TS + D2
A WARIATICES
w1l o= 1:
e o= 1:
VI o= 1:
-~
JEN [ 3

Scroll the model file to the end as shown below.
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E EQS for Windows 5.1 BE= E3
Fil=e Edit Data Analpsis Buld EQS  windoww Fontk Help

EH C:sEQS5S*PEPRAHYWEP-DHFPF._EQS == B
S s TGS = *: - I
s, WT o= %

e, We = F»

e, WE o= F

JEN | el

Type the keyword “/MATRIX” after the last row in the model file.

Type in the entries of the correlation matrix.

In the next row after the matrix, type in the keyword “/STANDARD DEVIATIONS” and
enter the standard deviations of each of the manifest variables.

Type in the keyword “/END” at the end of the model file to produce the window shown

below.
iE EQS for Windows 5.1
File Edit Data Analpsiz Build EQS  “window Font Help
BHE= E
-
O.15<4 1 .000
O.222 0.049 1.000
Oo.<111 Oo.=21<4 0O.3=Zz<4 1.000
O.404 O0.274 0.405 O.s25 1.000
O.336 0.075 0.=230 0.300 O.=25a 1.000
O.10z 0.115 0.023 O0.07Vse O0.07V0 Oo.zao9 1.000
O.15¢ O0.019 O0.271 0.293 0.241 O0.295 —-0.044 1.40400
O.=260 0.054 0O0.=279 0.4z 0O0.3=Z5 0.500 o.199 O.3a5l1 1.000
O.=Z290 0.11=2 0.305 O0.327 0.387 O0.519 o.=278 o.<111 0O.s5420 1.000
SSTANDARD DEVIATIONS
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
/S ETD
-
L I I L3 L
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3.3.2 INPUT FILE: EXAMPLE 3

The complete EQS input file for the Duncan, Haller and Portes' Application is provided below.

ITITLE

DUNCAN, HALLER AND PORTES' APPLICATION
/SPECIFICATIONS
VARIABLES=10;CASES=329;METHODS=ML;MATRIX=COR,;
/LABELS

V1=REINT; V2=REPAP; V3=RESOE; V4=REOAP; V5=REEAP; V6=BFINT;
V7=BFPAP; V8=BFSOE; V9=BFEAP; V10=BFOAP; F1I=REAMB; F2=BFAMB;
JEQUATIONS

V4 = +*F1 +E4;

V5= +Fl +E5;

V9= +*F2 +E9;

V10 = +F2 +EI10;

F1=+*F2 +*V1+*V2+*V3+*V8+Dl,;

F2=+*F1 +*V3+*V6+*V7+*V8+D2;

IVARIANCES

V1=1;

V2=1;

V3=1,

V6 =1,

V7=1;

V8 =1,

E4 =%,

E5 =%*;

E9 =%

E10 =7,

D1 ="%

D2 =%,

/COVARIANCES

V2,V1="%

V2,V3=7%,
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V2,V6 =*;

V2,V7 =%,

V2,V8 =%,

V1,V3="7%

V1, V6 =%,

V1, V7i=7%

V1, V8 =%,

V3, V6 =%,

V3, V7 =%,

V3, V8 =%,

V6, V7 =%,

V8, V6 =7,

V8, V7 =%,

IMATRIX

1.000

0.184 1.000

0.222 0.049 1.000

0.411 0.214 0.324 1.000

0.404 0.274 0.405 0.625 1.000

0.336 0.078 0.230 0.300 0.286 1.000

0.102 0.115 0.093 0.076 0.070 0.209 1.000

0.186 0.019 0.271 0.293 0.241 0.295 -0.044 1.000

0.260 0.084 0.279 0.422 0.328 0.500 0.199 0.361 1.000
0.290 0.112 0.305 0.327 0.367 0.519 0.278 0.411 0.640 1.000
ISTANDARD DEVIATIONS

1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
/END
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3.3.3 RUNNING EQS

To run EQS:

Click on the “Build EQS” menu to load the following menu box.

L B
TitlesS pecifications

Equations
“ariancesACowarianc

Constraints
Inequality

LEHTEST
wwfald T est

Frirk
Technical

Sirmulation
Dutput

FRun ECQIS /386

EQS “warking Array

Click on the “Run EQS/386” option to load the “ EQS for Windows” dialog box below.

EQS for Windows B

Existing EQS model found. Use OK
to proceed to run EQS or CREATE
to create a new model.

CANCEL

CREATE

Click on the “OK” push button to start the iteration process.

When the iteration is completed, the following DOS window appears.

Diagranm
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. Click on the close button to close the DOS window to open the output file with the same

filename as the model file and with extension "out", as shown below.

EfoHPAPPL OUT M=EI
|2 ;ﬂ:
EQS, A STRUCTURAL EQUATICH PROGRAM MULTIVARIATE SOFTWARE,
COPYRIGHT BY P.M. BENTLER VERSICH 5.1 (Q) 1985 - |

PROGRAM CONTROL INFORMATION

S TITLE

DUNCAN, HALLER AND FPORTES' APPLICATION
ASPECIFICATIONS

WARIABLES=10; CASES=3zZ9;

METHODZ=ML;

MATRIE=CORRELLTICH:

AEQUATIONS

R OWoD-]mmdbd @R

g o= + *F1 + E4:
e o= + *F1 + E5;

1 e = + *FFZ + ES:

1 wio = + TF=z + E10;

u

3.3.4 THE EQS OUTPUT FILE

(1)
EQS, A STRUCTURAL EQUATI ON PROGRAM MULTI VARI ATE SOFTWARE, | NC.
COPYRI GHT BY P. M BENTLER VERSION 5.1 (C) 1985 - 1995.
)

1 /TITLE

2 DUNCAN, HALLER AND PORTES' APPLI CATI ON

3 / SPECI FI CATI ONS

4 VARI ABLES=10; CASES=329; METHODS=M_; MATRI X=COR;

5 [/LABELS

6 V1=REI NT; V2=REPAP; V3=RESCE; V4=REQAP; V5=REEAP; V6=BFI| NT;
7 V7=BFPAP; V8=BFSOE; V9=BFEAP; V10=BFOAP; F1=REAMB; F2=BFAMB;
8 /EQUATI ONS

9 V4 = + *F1 + E4

10 Vb = + F1 + E5;

11 V9 = + *F2 + E9;

12 V10 = + F2 + E10;

13 F1 = + *F2 + *V1 + *V2 + *V3 + *V8 + DI,

14 F2 = + *F1 + *V3 + *V6 + *V7 + *V8 + D2;
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15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52

3)

TI TLE:
53
54
55
56
57

NCES

/ COVARI ANCES

/ VARI Al
Vi = 1;
V2 = 1;
V3 = 1;
V6 = 1;
V7 = 1;
V8 = 1;
E4 = *;
E5 = *;
E9 = *;
E10 = *;
D1 = *;
D2 = *;
V2 , Vi
V2 , V3
V2 , V6
V2 , V7
V2 , V8
Vi, V3
Vi, V6
vi, V7
Vi, V8
V3 , V6
V3 , V7
V3 , V8
V6 , V7
V8 , V6
v8 , V7
/ MATRI X
1. 000
0.184 1.
0.222 0.
0.411 0.
0. 404 0.
0. 336 0.
0. 102 O.
0.186 0.

DUNCAN, HALLER

EE T S T R R R T N R

049
214
274
078
115
019

cooocor

000
324
405
230
093
271

1. 000

0. 625 1.000
0. 300 0. 286
0.076 0.070
0.293 0.241

AND PORTES'

0.260 0.084 0.279 0.422 0.328
0.290 0.112 0.305 0.327 0. 367
/ STANDARD DEVI ATI ONS

1.000 1.000 1.000 1.000 1.000
/ END

1. 000
0.209 1.000
0.295 -0.044

APPL| CATI ON
0.500 0.199
0.519 0.278

1.000 1.000

(4) 57 RECORDS OF | NPUT MODEL FILE WERE READ

TI TLE:

DUNCAN, HALLER AND PCRTES'

APPL| CATI ON
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1. 000

17/ 11/ 00 PACE :
0. 361 1.000
0.411 0.640 1.000

1. 000 1.000 1.000

17/ 11/ 00 PACE :



(5) REI NT REPAP RESCE REOAP REEAP

vV 1 vV 2 vV 3 vV 4 vV 5
REI NT vV 1 1. 000
REPAP vV 2 0. 184 1. 000
RESCE vV 3 0.222 0. 049 1. 000
RECAP vV 4 0.411 0.214 0.324 1. 000
REEAP vV 5 0. 404 0.274 0. 405 0. 625 1. 000
BFI NT V 6 0. 336 0.078 0. 230 0. 300 0. 286
BFPAP vV 7 0. 102 0. 115 0. 093 0. 076 0. 070
BFSOE vV 8 0. 186 0. 019 0.271 0. 293 0. 241
BFEAP vV 9 0. 260 0. 084 0.279 0.422 0. 328
BFOAP VvV 10 0. 290 0.112 0. 305 0. 327 0. 367
BFI NT BFPAP BFSOE BFEAP BFOAP
V 6 vV 7 vV 8 vV 9 VvV 10
BFI NT V 6 1. 000
BFPAP vV 7 0. 209 1. 000
BFSOE vV 8 0. 295 -0.044 1. 000
BFEAP vV 9 0. 500 0. 199 0. 361 1. 000
BFOAP VvV 10 0. 519 0.278 0.411 0. 640 1. 000
(6)
NUVMBER OF DEPENDENT VARI ABLES = 6
DEPENDENT V' S : 4 5 9 10
DEPENDENT F' S : 1 2
NUMBER OF | NDEPENDENT VARI ABLES = 12
| NDEPENDENT V' S 1 2 3 6 7 8
| NDEPENDENT E' S : 4 5 9 10
| NDEPENDENT D' S : 1 2

3RD STAGE OF COVPUTATI ON REQUI RED 5297 WORDS OF MEMORY.
PROGRAM ALLCOCATE 100000 WORDS

()

DETERM NANT OF | NPUT MATRIX IS 0. 70018E- 01

TITLE:  DUNCAN, HALLER AND PORTES' APPLI CATI ON 17/ 11/ 00 PAGE :
(@)

MAXI MUM LI KELI HOOD SOLUTI ON ( NORVAL DI STRI BUTI ON THECRY)

©)

PARAMETER ESTI MATES APPEAR | N ORDER,
NO SPECI AL PROBLEMS WERE ENCOUNTERED DURI NG OPTI M ZATI ON
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(10)

(11)

(12)

(13)

(14)

(15)

REI NT REPAP RESCE REQCAP
vV 1 vV 2 vV 3 vV 4

REI NT vV 1 0. 000

REPAP vV 2 0. 000 0. 000

RESCE vV 3 0. 000 0. 000 0. 000

RECAP vV 4 0.018 -0. 026 -0.033 0. 001

REEAP vV 5 -0.013 0. 020 0. 026 0. 001

BFI NT vV 6 0. 000 0. 000 0. 000 0. 042

BFPAP vV 7 0. 000 0. 000 0. 000 -0. 027

BFSCE vV 8 0. 000 0. 000 0. 000 0. 038

BFEAP vV 9 0. 005 -0.011 -0.003 0. 091

BFOAP VvV 10 0. 017 0. 010 0. 002 -0.028
BFI NT BFPAP BFSOE BFEAP
V 6 vV 7 vV 8 vV 9

BFI NT V 6 0. 000

BFPAP vV 7 0. 000 0. 000

BFSOE vV 8 0. 000 0. 000 0. 000

BFEAP vV 9 0.011 -0.038 -0.013 0. 001

BFOAP VvV 10 - 0. 006 0. 024 0. 010 0. 001

AVERAGE ABSCLUTE COVARI ANCE RESI DUALS
AVERAGE OFF- DI AGONAL ABSOLUTE COVARI ANCE RESI DUALS

REI NT REPAP RESCE RECAP
vV 1 vV 2 vV 3 vV 4

REI NT vV 1 0. 000

REPAP vV 2 0. 000 0. 000

RESCE vV 3 0. 000 0. 000 0. 000

RECAP vV 4 0.018 -0. 026 -0.033 0. 001

REEAP vV 5 -0.013 0. 020 0. 026 0. 001

BFI NT V 6 0. 000 0. 000 0. 000 0. 042

BFPAP vV 7 0. 000 0. 000 0. 000 -0. 027

BFSOE vV 8 0. 000 0. 000 0. 000 0. 038

BFEAP vV 9 0. 005 -0.011 -0.003 0. 091

BFOAP VvV 10 0. 017 0. 010 0. 002 -0.028
BFI NT BFPAP BFSOE BFEAP
V 6 vV 7 vV 8 vV 9

BFI NT V 6 0. 000

BFPAP vV 7 0. 000 0. 000

BFSOE vV 8 0. 000 0. 000 0. 000

BFEAP vV 9 0.011 -0.038 -0.013 0. 001

BFOAP VvV 10 - 0. 006 0. 024 0. 010 0. 001

AVERAGE ABSOLUTE STANDARDI ZED RESI DUALS
AVERAGE OFF- DI AGONAL ABSOLUTE STANDARDI ZED RESI DUALS
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REEAP

0. 001
0.012
- 0. 040
-0. 030
-0.023
-0. 009

BFOAP
VvV 10

0. 001

0. 0115

0. 0140

REEAP

0. 001
0.012
-0.040
-0.030
-0.023
-0. 009

BFOAP
VvV 10

0. 001

0. 0115

0. 0140



TITLE:  DUNCAN, HALLER AND PORTES' APPLI CATI ON 17/ 11/ 00 PAGE : 5
(16)
V9, V4 V6, V4 V7, V5 V8, V4 V9, V7
0. 091 0.042 -0. 040 0.038 -0.038
V4, V3 V8, V5 V10,V4 V7, V4 V5, V3
-0. 033 -0.030 -0.028 -0.027 0. 026
V4, V2 V10, V7 V9, V5 V5, V2 V4, V1
-0. 026 0.024 -0.023 0. 020 0.018
V10, V1 V5, V1 V9, V8 V6, V5 V9, V2
0.017 -0.013 -0.013 0.012 -0.011
(17)
! !
40- -
! !
! !
! !
! ! RANGE FREQ PERCENT
30- * -
! * ! 1 -0.5 - -- 0 0. 00%
! xox ! 2 -0.4 - -0.5 0 0. 00%
! X ox ! 3 -0.3 - -0.4 0 0. 00%
! xox ! 4 -0.2 - -0.3 0 0. 00%
20- X ox -5 -0.1 - -0.2 0 0. 00%
! X x I 6 0.0 - -0.1 26 47.27%
! xox I 0.1 - 0.0 29 52. 73%
! xox ! 8 0.2 - 0.1 0 0.00%
! xox 19 0.3 - 0.2 0 0. 00%
10- X ox -A 0.4 - 0.3 0 0. 00%
! xox ! B 0.5 - 0.4 0 0.00%
! xox I C ++ - 0.5 0 0.00%
] * ok I e e e e e e e e e e e e e mmee———a
! xox ! TOTAL 55 100. 00%
1 2 3 456 7 8 9 A B C EACH "*" REPRESENTS 2 RESI DUALS
TITLE:  DUNCAN, HALLER AND PORTES' APPLI CATI ON 17/ 11/ 00 PAGE : 6
MAXI MUM LI KELI HOOD SOLUTI ON ( NORMAL DI STRI BUTI ON THECRY)
(18) GOODNESS OF FIT SUMMARY
(I) 1 NDEPENDENCE MODEL CHI - SQUARE = 872.155 ON 45 DEGREES OF FREEDOM
(I1) | NDEPENDENCE AIC =  882.15493 (I11) 1 NDEPENDENCE CAIC =  930. 48333
(IV) MODEL AIC =  104. 84050 (V) MODEL CAIC =  291. 44446
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(VI) CH - SQUARE = 26. 840 BASED ON 16 DEGREES OF FREEDOM

(VI1) PROBABILITY VALUE FOR THE CHI - SQUARE STATISTIC IS LESS THAN 0. 002

(VII) THE NORVMAL THEORY RLS CHI - SQUARE FOR THIS M. SOLUTION IS 26.084.

(IX) BENTLER- BONETT NORMED FI T | NDEX = 0. 969

(X) BENTLER- BONETT NONNORMED FI T | NDEX = -0. 406

(X1) COVPARATI VE FI T | NDEX (CFI) = 0. 969

(19)

PARAVETER
| TERATI ON ABS CHANGE ALPHA FUNCTI ON
1 0. 595770 1. 00000 10. 54929
2 0. 437456 1. 00000 8.01110
3 0. 200444 1. 00000 7.85747
4 0. 182135 1. 00000 5.98122
5 0. 158818 1. 00000 4. 52051
6 0. 190420 1. 00000 3.01704
7 0. 104382 1. 00000 2.04361
8 0. 083959 1. 00000 1. 05939
9 0. 055219 1. 00000 0.21761
10 0. 020089 1. 00000 0. 08861
11 0. 005698 1. 00000 0. 08194
12 0. 001084 1. 00000 0. 08184
13 0. 000273 1. 00000 0. 08183
TI TLE: DUNCAN, HALLER AND PORTES' APPLI CATI ON 17/ 11/ 00 PAGE

MAXI MUM LI KELI HOOD SOLUTI ON ( NORMAL DI STRI BUTI ON THEORY)

(20)

REGAP =V4 = . 943*F1  + 1.000 E4

. 080

11. 815
REEAP =V5 = 1.000 FL  + 1.000 E5
BFEAP =V9 =  .932*F2  + 1.000 E9

. 070

13. 226

BFOAP  =V10

1
=

. 000 F2 + 1.000 E10
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TI TLE:

DUNCAN, HALLER AND PCRTES' APPLI CATI ON

17/ 11/ 00

MAXI MUM LI KELI HOOD SOLUTI ON ( NORVAL DI STRI BUTI ON THECRY)

(21)

REAMB =F1 =

.173*F2
. 085
2. 040

. 084*V8
. 050
1.673

BFAMB =F2 = . 188*F1

TI TLE:

. 080
2.341

. 234* V8
. 043
5.471

+

. 270*V1
. 044
6. 101

+ 1.000 D1

+

. 072*V3

. 046
1.545

+ 1. 000 D2

+

+

. 174*V2
. 041
4.264

. 354* V6
. 043
8. 238

DUNCAN, HALLER AND PCRTES' APPLI CATI ON

+ .236*V3

. 045
5.178

+ .163*V7

. 039
4.215

17/ 11/ 00

MAXI MUM LI KELI HOOD SOLUTI ON ( NORVAL DI STRI BUTI ON THECRY)

V1

V2

V3

V6

V7

V8

- REI NT

- REPAP

- RESOE

- BFI NT

- BFPAP

- BFSCE

. 000

. 000

. 000

. 000

. 000

. 000
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TI TLE:

DUNCAN, HALLER AND PCRTES' APPLI CATI ON
MAXI MUM LI KELI HOOD SOLUTI ON ( NORVAL DI STRI BUTI ON THECRY)

E4

ES

E9

E10

TI TLE:

- RECAP

- REEAP

- BFEAP

- BFOAP

DUNCAN, HALLER AND
MAXI MUM LI KELI HOOD SCLUTI ON

(24)
Vv
V2 - REPAP
V1 -REINT
V3 - RESCE
V1 -REINT
V6 - BFI NT
V1 -REINT
V7 - BFPAP
V1 -REINT

.412% |
.051 |
. 056 |

. 338*1
. 052 |
. 514 |

. 404~ |
. 046 |
. 755 |

. 314%|
. 046 |
. 855 |

PORTES' APPLI CATI ON
(NOCRVAL DI STRI BUTI ON THEORY)

. 184~*|
.052 1
. 507 |

. 222%|
.051 |
. 344 |

. 336% |
. 046 |
. 244 |

. 102* |
. 054 |
. 884 |

D1

D2

- REAMB

- BFAMB
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17/ 11/ 00

. 317
. 053
6. 022

. 263*
. 045
5. 836

17/ 11/ 00

PAGCE :

PAGCE :

10
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V8 - BFSCE . 186* |

I
I
V1l -REINT . 052 | I
3.571 | I
I I
V3 - RESCE . 049%1 I
V2 - REPAP . 055 | I
.892 | I
I I
V6 - BFINT .078*1 I
V2 - REPAP . 055 | I
1.430 | I
I I
V7 - BFPAP . 115%] I
V2 - REPAP . 054 | I
2.125 | I
I I
V8 -BFSCE . 019*| I
V2 - REPAP . 055 | I
. 345 | I
I I
V6 - BFI NT . 230% | I
V3 - RESCE .051 | I
4.532 1| I
I I
V7 - BFPAP . 0931 I
V3 - RESCE . 054 | I
1.710 | I
I I
V8 - BFSCE L271%1 I
V3 -RESCE . 049 | I
5.498 | I
I I
TI TLE: DUNCAN, HALLER AND PCRTES' APPLI CATI ON 17/ 11/ 00 PAGE : 12
MAXI MUM LI KELI HOOD SOLUTI ON ( NORVAL DI STRI BUTI ON THEORY)
(25)
V7 - BFPAP . 209*| I
V6 - BFI NT . 052 | I
4.049 | I
I I
V8 - BFSCE . 295%| I
V6 - BFI NT . 048 | I
6.115 | I
I I
V8 -BFSCE -.044~*| I
V7 - BFPAP . 055 1| I
-.804 | I
I

78



TI TLE:

DUNCAN, HALLER AND PCRTES' APPLI CATI ON

17/ 11/ 00

MAXI MUM LI KELI HOOD SOLUTI ON ( NORVAL DI STRI BUTI ON THEORY)

(26)
RECAP  =V4 = . 767*F1 + .642 E4
REEAP =V5 = . 814 F1 + .581 E5
BFEAP =V9 = . T72*F2 + .636 E9
BFOAP  =V10 = . 828 F2 + .561 E10
REAMB  =F1 = . 176*F2 + .332*V1 + .213*V2 + .290*V3
. 692 D1
BFAMB =F2 = . 184*F1 + .087*V3 + .427*V6 + . 197*V7
. 620 D2
TI TLE: DUNCAN, HALLER AND PCRTES' APPLI CATI ON 17/ 11/ 00
MAXI MUM LI KELI HOOD SOLUTI ON ( NORMAL DI STRI BUTI ON THEORY)
(27)
\Y F
V2 - REPAP . 184~*|
V1l -REINT I
I
V3 - RESCE . 222% 1
V1l -REINT I
I
V6 - BFI NT . 336*% 1
V1l -REINT I
I
V7 - BFPAP . 102* |
V1l -REINT I
I
V8 -BFSCE . 186* |
V1l -REINT I
I
V3 -RESCE . 049%1
V2 - REPAP I
I
V6 - BFI NT . 078*1
V2 - REPAP I
I
V7 - BFPAP 115*1
V2 - REPAP I
I
V8 - BFSCE . 019*1
V2 - REPAP I
I
V6 - BFI NT . 230% |
V3 - RESCE I
I
V7 - BFPAP . 093*1
V3 -RESCE I
I
V8 - BFSCE L271%1
V3 -RESCE I
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V7 - BFPAP . 209% |

|
|
V6 - BFI NT | |
| |
V8 - BFSOE . 295%| |
V6 - BFI NT | |
| |
V8 -BFSCE -. 044*| |
V7 - BFPAP | |
(28)
END OF METHOD
() Execution begins at 01:56:12.57
(rn) Execution ends at 01:56:13.61
(ren) El apsed tinme = 1. 04 seconds

ENTRIES IN THE EQS OUTPUT FILE

(1)  This paragraph gives the name of the Program, the author's name and the publishers of EQS.

2 Program control information.
This paragraph gives the number of records or lines of the actual input file. This input
feedback helps locate any problems in the input, and also provide a summary of the proposed
analysis. The title of the input file will be part of this paragraph and it is repeated as the first
line of every page.

3) Continuation of the Program control information.

4) This paragraph gives the details of the number of rows in the complete model file used in the

analysis.
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()

(6)

(")

(8)

9)

(10)

(11)

(12)

The input correlation matrix to be analyzed, the number of variables and the number of cases
appear in this paragraph. The matrix reproduced here enables the user to check that the

arrangement of the variables and the variable codes were correctly entered in the input file.

Bentler-Weeks Structural Representation.

The program input is decoded to generate a matrix specification consistent with the Bentler-
Weeks designation of dependent and independent variables. The number of dependent
variables is printed, and index numbers are given for all measured and latent variables in the
sequence V, F, E, D with all V variables listed first, F variables listed next, and so on. Then
the number of independent variables is printed along with the index numbers for the
variables, again in the sequence V, F, E, D. This information enables the user, if necessary, to

determine whether the model was specified as intended.
This paragraph gives the determinant of the input correlation matrix.

This is the line of information on the estimation method and the distributional theory used in
the analysis. This printed information will head each page of output associated with the given
method. When this information changes, a new solution method is being reported.

This message appears if the estimates for all parameters seem to be technically acceptable.

This message should always be located prior to evaluating the meaning of any results.

O
Residual covariance matrix (S - z ).

This is the difference between the sample covariance matrix S (or the covariance matrix

O
calculated from the input correlation matrix) and the reproduced covariance matrix Z . The

closer the entries are to zero, the better the model fits the data.
The average absolute covariance residuals.
This value is the average of the absolute standardized residuals including the diagonal

elements.

The average off-diagonal absolute covariance residuals.
This value is the average of the absolute standardized residuals excluding the diagonal

elements.
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(13)

(14)

(15)

(16)

7)

(18)

Standardized residual matrix.
This the matrix produced by a standardization on the Residual Covariance Matrix so that the

O
elements are in a more similar range. The residual matrix (S - Z ) is pre- and post-

multiplied by the diagonal matrix of inverse elements of standard deviations of the manifest
variables, so that the resulting residual matrix can be interpreted in the metric of correlations
among the input variables. The standardized residual matrix contains elements given by

0 ‘@u I'ss

where r; is the observed correlation between the two manifest variables V; and Vj, @” is the

corresponding reproduced model covariance, and s and s; are standard deviations of the

manifest variables V; and V; respectively.

The average absolute standardized residuals.

Same as in (9) above.

The average off-diagonal absolute standardized residuals.
Same as in (10) above.

Largest standardized residual.

In this paragraph, the elements from the Standardized Residual Matrix are ordered from large
to small in absolute value, and the largest twenty of these are printed out along with a
designation of which pairs of variables are involved.

Distribution of standardized residuals.

A frequency distribution of the standardized residuals is given in this paragraph. The legend
for the figure describes how many residual elements are described by a single asterisk in the
figure, and information on the specific frequencies and percentages that fall within a given
range used in the figure. Note that the diagram is labeled 1, 2, ..., 9. A, B, C. Each of these
numbers or letters refers to a given range of numbers that describes the size of the residuals.
Goodness of Fit Indices.

) The Independence model chi-square is given by

Independence model x? =N K],
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(1)

(11)

(V)

V)

(V1)

(Vi)

(VI11)

(1X)

where F? denotes the minimal discrepancy function value for the independence

model and N denotes the number of cases.

The Independent Akaike’s Information Criterion (AIC) is given by
Independence AIC = Independence model x? - 2d;

where d; denotes the degrees of freedom of the independence model.
The Independence Cross-validated Akaike’s Information Criterion (CAIC) is given
by (Bozdogan, 1987)

Independence CAIC = Independence model x> - (In N + 1)d;
The model Akaike’s Information Criterion (AIC) is given by
Model AIC = Model x? - 2dy

where di denotes the degrees of freedom of the model of interest.

The model Cross-validated Akaike Information Criterion (CAIC) is given by
Model CAIC = model x* - (In N + 1)dy.

O
The chi-square (model x? test statistic) is calculated as n x F .

O
where F is the minimal sample discrepancy function value.
This is the probability of obtaining a x> value as greater or equal to the value

actually obtained, given that the model is correct.
This is the value obtained from the normal theory rewieghted least squares chi-square
for maximum likelihood solution.

The Bentler-Bonett normed fit index (NFI) value is computed from

NFI=1—@k

@ ’
where &Jand &' are the minimal values of the fitting functions obtained for the

model of interest and the corresponding independence model, respectively. The

general fitting function Q is given by:
Q= (s-a(8) W(s-a()),
where s is the vector of %p(p+1) elements obtained by stringing out the lower

triangular elements of the unbiased sample covariance matrix S, ois the
corresponding vector obtained from z,and 0 is the vector of free parameters of the

structural equation model.
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(19)

(20)

(21)

(22)

(X)  The Bentler-Bonett non-normed fit index (NNFI) value is computed from

where f1= N&//d and +J=N&)/d, are x? variates divided by the associated

degrees of freedom for the null (d;) and substantive models (dx), respectively.

(X1)  The Comparative Fit Index (CFI) is computed from

cr=1- 1

where ] = max[(N@k —dk),O] based on the model of interest and

£) = max[(N&/ - d,),(N&] -d, ).0]

Iterative summary.
This paragraph contains information obtained from each iteration.
Column 1: Iteration number
Column 2: Change in parameter estimate.
Column 3: Alpha.

Alpha is the value of the stepsize parameter used in the iteration.
Column 4: Function.

The value of the sample discrepancy function.
Measurement equations with standard errors and test statistics.
In this paragraph, the measurement equations that relate manifest dependent variables (Vs) to
other variables are printed. The equations are printed with the updated parameter estimates
rather than the starting values using a three-line format as follows:
Line 1: the equation with estimated parameter values.
Line 2: the standard error of the estimator(s).

Line 3: the test statistic(s) for the significance of the parameter(s).

Construct equations with standard errors and test statistics.

The construct equations that have dependent latent variables (Fs) are printed in this
paragraph. Each measurement equation with optimal estimates for free parameters is printed
in the same format as outlined in (20) above.

Variances of independent variables.
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(23)

(24)

(25)

(26)

(27)

(28)

There are four columns in this paragraph.

Column 1:

Manifest variables (Vs).

Column 2:

Latent variables (Fs).

Column 3:

Error terms (ESs).

Column 4:

Disturbances (Ds).

Column 3 and Column 4 are printed separately in paragraph (23) below.

Variances of independent variables continued.

This paragraph is the E and D part of paragraph (22) above.

Covariances among independent variables.

The same format and column headings are used in this paragraph as in paragraphs (22) and
(23) above. The labels for the pair of variables involved in a covariance are printed below
each other.

Covariances among independent variables.

This paragraph is the continuation of paragraph (24) above.

The maximum likelihood solution (normal distribution theory). Standardized solution.

In this paragraph, each measurement and construct equation is printed out giving the
standardized solution. This is a complete standardized path analysis type of solution, except
that manifest variables are not standardized: all V, F, E, and D model variables are rescaled
to have unit variances. Standardization is done for all variables in the linear structural
equation system, including errors and disturbances. Consequently, all coefficients in the
equations have similar interpretation, and the magnitude of these standardized coefficients
may be easier to interpret than the magnitudes of the coefficients obtained from the
covariance or raw data matrix.

Correlations among independent variables.

These correlations accompany the standardized solution when it is computed. These must be
scanned to see whether they are in the necessary * 1 range. If not, the solution has a problem
that may imply theoretical or empirical under identification.

End of Method.

The phrase “End of Method” delineates the end of output from a given estimation problem

with a given method. It has three rows described below:
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m The time the execution (iteration) started.
(1) The time the execution (iteration) ended.
(1) The elapsed time. This is the difference between (ii) and (i).
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CHAPTER 4
LISREL

4.1 HISTORICAL BACKGROUND

The acronym LISREL stands for Linear Structural RELationships. Karl Jéreskog and Dag Sérbom
developed a DOS application that implements the LISREL methodology in 1974. The 1974 version
was improved upon in 1978 and again in 1986. LISREL 5 and LISREL 6 were released in 1981 and
1984 respectively. LISREL 7 was released in 1989 and LISREL 8 in 1996. The latest version is
LISREL 8.30, which was released in 1999. The Scientific Software International Inc (SSI) publishes

LISREL. One may obtain more information about LISREL from the SSI website
www.ssicentral.com.

The LISREL model specifies linear relationships between observed and/or unobserved variables. In

its general form the LISREL model is defined by the following system of linear structural relations:

X= A&+
Y = At
n=Bn+ré+

where X represents the vector of all exogenous manifest variables and the measurements of

exogenous latent variable of the model,

Y represents the vector of all measurements of endogenous latent variables and the endogenous

manifest variables of the model,

n represents the vector of all the dependent latent variables of the model,
¢ represents the vector of all the independent latent variables of the model,

{ represents the random vector of residuals (errors in equations, random disturbance terms),

B, ', A,,and A, are parameter matrices.
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The covariance structure of the observed variables which is also known as the Covariance
Structure of the LISREL model is given by

I, (1-B)* (ror +w)(1 -B) " A, +0, A,(1 -B)"roA, .
. ' L N
NI (1-B) A, +0,0

) denotes the covariance matrix of &,
W denotes the covariance matrix of ¢,

denotes the covariance matrix of & and
©s;  denotes the covariance matrix of 9.

The LISREL model is, as seen above, a formal mathematical model, which has to be, given
substantive content in each application. The meaning of the terms involved in the model varies from
one application to another. The formal LISREL model defines a large class of models within which

one can work and this class contains several useful subclasses as special cases.

The program LISREL 8.30 implements the LISREL model. LISREL8.30 consists of two programs:
PRELIS and LISREL. One can run PRELIS or LISREL separately or PRELIS and LISREL in
sequence. PRELIS handles everything that has to do with raw data; LISREL handles the fitting and
testing of models to summary statistics produced by PRELIS, i.e. PRELIS is a preprocessor for
LISREL. But it can also be conveniently used to provide a first descriptive look at raw data even

when LISREL analysis is intended or when other programs will do further analysis.

The LISREL8.30 command language requires a user to be familiar with matrices so as to be able to
formulate a model in matrix form using Greek matrix notations. Beginning users of LISREL8.30 and
users who often make mistakes when they specify the LISREL model can use the SIMPLIS
command language as this is much easier to learn and reduces the possibilities for mistakes to a
minimum. The SIMPLIS command language is in plain English. The user is only required to name

the variables of the model and then formulate the model to be estimated.
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The LISREL 8.30 for windows program allows the user to create and run the LISREL syntax
interactively. One way to do this is to draw the appropriate path diagram on the screen and then to
build the corresponding SIMPLIS or LISREL code directly from the path diagram. The model can

be modified interactively at run time by adding or deleting paths in the diagram.

4.2 THE LISREL INPUT SYSTEM

There are three ways of fitting a structural equation model to data with LISREL8.30. These are:

1) To specify the structural equation model in a LISREL input file by using the LISREL command
language to create LS8 or LPJ files. These input files are text files that specify the structural
equation model in terms of the eight parameter matrices of the LISREL model.

2) To specify the structural equation model by using the SIMPLIS command language to create
SPL or SPJ files. These files are text files that can be created using any text editor such as
notepad.

3) To specify the structural equation model by creating a graphics file which contains the path
diagram for the model and then build the corresponding LISREL syntax file directly from the
path diagram. The graphics file created is saved with the extension “*.PTH".

The data to be analyzed, is provided in a LISREL data file with the extension “*.DAT” or a data

system file with the extension “*.DSF”. A LISREL data file is a text file that contains the raw data

matrix, the sample covariance matrix or sample correlation matrix. Data can also be imported from
other applications, such as SPSS, SYSTAT, BMDP, EXCEL, etc.

GENERAL RULES FOR TYPING LISREL INPUT FILES

. Uppercase elements are commands, keywords or options. They must be entered as they
appear, or they may be lengthened (LABELS instead of LA, for example). Thus, except for
the ALL option on the VA and ST commands and the PATH DIAGRAM command,
everything has two significant characters.

. Only the first two characters are significant in command names, options, keywords and
character keyword values. Any additional character up to the first blank, comma, semicolon,

or equals sign will be ignored. Thus DA, DATA, DAta, and data are all equivalent.
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An exclamation mark () or the slash-asterisk combination (/*) may be used to indicate that

everything that follows on the line is to be regarded as comments. Blank (empty) lines are

accepted without the ! or /*.

The order of the options and keywords is immaterial.

Equal signs are required after option names and keywords.

Commas or blanks are used to separate subcommand names, keywords, and options.

Blanks on either side of equal sign are allowed.

A command ends with a return character.

More than one command may appear on a physical line as long as semicolons separate them.

A line may not exceed 127 columns except under some operating systems that restricts input

lines to 80 columns.

A command line which exceeds 127 characters may be continued on the next physical line by

replacing the original option or keyword with C (for continue).

Detail lines giving additional information may follow a command.

It is recommended to place the data to be analyzed in an external file.

Any number of problems may be stacked together and analyzed in one run.

A parameter matrix element should be written as a parameter matrix name (LY, LX, BE, GA,

PH, PS, TE, TD, or TH), followed by row and column positions (or linear indexes) of the

specific element. Row and column positions may be separated by a comma and enclosed in

parentheses, for example LY(3,2), LX(4,1), or separated from the matrix name and each

other by spaces, for example LY 32 LX 4 .

The order of the form and mode values for the parameter matrices on the MO subcommand is

optional, but if both are given, a comma in between is required.

Order of commands. The order of the LISREL commands is arbitrary except for the

following conditions:

L) After optional title lines, a DA (data) command must always come first.

» The OU (output) command must always be last.

» The LK, LE, FR, FI, EQ, CO, IR, PA, VA, ST, MA, PL, and NF commands must
always come after the MO (model) command.

L) The MO command is optional only if no LISREL model is analyzed. If the MO
command is missing, only the matrix to be analyzed will be printed out. Otherwise,

the MO command must appear in the command file.
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» Although the order of other commands is relatively free, a later command will

overrule earlier command, in so far as the same elements are referenced.

4.2.1 THE LISREL INPUT FILE SYNTAX

The basic structure of the LISREL 8.30 input file is outlined below. The commands, options and
keywords that are not always required are indicated as “optional”. The three phases, data

specification, model specification and the output results are outlined separately.

Data Specification

TITLE STATEMENT (Optional)
Purpose
To provide a description of the analysis to be performed.
Syntax
TITLE = title
where “title” denotes a character string of at most 137 characters.
Example
For the model depicted in Figure 1.2 the “TITLE STATEMENT” may be given as follows:
TITLE = The Duncan, Haller and Portes” Application

DA command
Purpose
To specify the data to be analyzed. This should be the first command after the optional title

statement. The available options and keywords under DA are given below.

NI keyword

Purpose

To specify the Number of Input variables in the data file.

Syntax

NI =p

where p denotes the number of input variables in the data file to be analyzed.
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Example
For the model depicted in Figure 1.2, there are 10 observed variables. This is specified as:
NI=10

NO keyword

Purpose

To specify the Number of cases or Observations in the data file. This is optional if raw data
are read in from an external file. Otherwise, it is required.

Syntax

NO=n

where n is number of cases in the data file.

Example

For the model depicted in Figure 1.2, there were 329 cases. This is therefore specified as:
NO=329

NG keyword (Optional)

Purpose

To specify the Number of Groups in multi-group or multi-sample analysis.
Syntax

NG=k

where k is the number of groups in the data to be analyzed.

Default

NG=1

Example

For the model depicted in Figure 1.2, there is only one group. This is therefore specified as:
NG=1

MA keyword

Purpose

To specify the Matrix to be Analyzed, not the matrix to be input.
Syntax

MA= matrix

where “matrix” denote any of the following possible specifications:

MA=CM (covariance matrix)
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MA=MM (moment matrix)

MA=AM (augmented moment matrix)

MA=KM (correlation matrix of Pearson correlations)
MA=PM (polychoric correlation matrix)

MA=0M (canonical correlation matrix of Optimal scores)
MA=TM (Kendall's Tau-c correlation matrix)

MA=RM (Spearman rank correlation matrix)

Default

MA=CM

Example

For the model depicted in Figure 1.2, the matrix to be analyzed is correlation matrix of
Pearson correlations. This is specified as

MA=KM

LA command (Optional).
Purpose
The descriptive name of each observed variable for the model is listed after the LA (or
LABEL) command. If no LA command appears, default labels (VAR 1, VAR 2, etc.) are
used. The order of the labels follows the order of the input variables. When both x- and y-
variables are present, y-variables should come first. The maximum length for each label is
eight characters.
Syntax
LA
VAR 1VARZ2.... VAR p
where “VAR 1 VAR 2 ...VAR p” denotes the descriptive names of the input variables.
Example
For the model depicted in Figure 1.2, the 10 observed variables listed after the LA command
may be as shown below:
LA
REINT REPAP RESOE REOAP REEAP BFINT BFPAP BFSOE BFOAP BFEAP
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KM command
Purpose
To read summary statistics for the LISREL analysis: covariances, correlations, or moments
about zero. Using KM means that a Pearson correlation matrix will be read.
Other possibilities:
CM (covariance matrix)
MM (matrix of moments)
OM (matrix of optimal scores)
PM (polychoric correlation matrix)
RM (Spearman rank correlation matrix)

TM (Kendall's Tau-c correlation matrix)

SE command
Purpose
To SElect in any order any number of variables from the NI input variables. The selected
variables should be listed either by number or by label in the order that they are wanted in the
model and the y-variables should be listed first. The list ends with a forward slash (/).
Syntax
SE
List of numbers or variable names
Example
For the model depicted in Figure 1.2, the y-variables are in the 4™ 5™ 9™ and the 10"
positions in the correlation matrix to be analyzed. The x-variables are in the 1%, 2" 3rd, 6",

7™ and 8" positions.

This order is specified as:

SE

4591012367 8/

Default

The list of names follows the SE command.
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Model Specification

MO command
Purpose
To specify the LISREL variables and the LISREL model to be fitted to the data.

The various options and keywords under the MO command are given below.

NY keyword (Optional)

Purpose

To specify the Number of Y-variables (indicators of endogenous latent (eta) variables and/or
other endogenous manifest variables) of the model.

Syntax

NY=ny

where ny denotes the number of indicators of endogenous latent variables and other
endogenous manifest variables.

Example

For the model depicted in Figurel, there are four y-variables. This is specified as follows:
NY=4

Default

NY=0

NX keyword (Optional)

Purpose

To specify the Number of X-variables (indicators of exogenous latent (ksi) variables and/or
other exogenous manifest variables) of the model.

Syntax

NX=ny

where ny denotes the number of indicators of exogenous latent variables and exogenous
manifest variables.

Example

For the model depicted in Figurel, there are six x-variables. This is specified as follows:
NX=6

Default

NX=0
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NE keyword (Optional)

Purpose

To specify the Number of Eta-variables (endogenous latent variables) of the model.
Syntax

NE=n,

where n, denotes the number of endogenous latent variables of the model.
Example

For the model depicted in Figurel, there are two eta-variables. This is specified as follows:
NE=2

Default

NE=0

NK keyword (Optional)

Purpose

To specify the Number of Ksi-variables (exogenous latent variables) of the model.
Syntax

NK=ng

where ny denotes the number of exogenous latent variables of the model.

Example

For the model depicted in Figurel, there are no ksi-variables. This is specified as follows:
NK=0

Default

NK=0

FI command (Optional)
Purpose

To FIx the parameter matrix elements in the list.

LY keyword (optional)

Purpose

To specify the format of the Lambda-Y matrix of the LISREL model. The elements of this
matrix consist of the regression weights of the regression relationships between the Y and the

Eta variables.
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Syntax

LY= form, mode
where “form” is one of:
4 DI (diagonal)

. FU (full)

3 ID (identity)

3 IZ (identity, zero)
2 Z1 (zero, identity)
and “modes” is one of:
23 FI (fixed)

2 FR (free)

2 PS (same pattern and starting values)

2 SP (same pattern)

2 SS (same starting values)

3 IN (invariant)

The last four modes are only used in multi-group analysis.

Example

For the model depicted in Figure 1.2, the Lambda-Y matrix has the form FU and mode FI.
These are specified as:

LY=FU, FI

Default

LY=FU, FI

LX keyword (optional)
Purpose
To specify the format of the Lambda-X matrix of the LISREL model. The elements of this
matrix consist of the regression weights of the regression relationships between the X and the
Ksi-variables.
Syntax
LX= form, mode
where “form” is one of:
4 DI (diagonal)
23 FU (full)
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4 ID (identity)

4 IZ (identity, zero)
4 Z1 (zero, identity)
and “modes” is one of:
2 FI (fixed)

3 FR (free)

& PS (same pattern and starting values)

s SP (same pattern)

& SS (same starting values)

2 IN (invariant)

The last four modes are only used in multi-group analysis.

Example

For the model depicted in Figure 1.2, there are no Ksi-variables therefore the LX does not
appear at all.

Default

LX=FU,FI

BE keyword (Optional)
Purpose
To specify the format of the BEta matrix of the LISREL model. The elements of this matrix

consist of the regression weights of the regression relationships between the Eta variables.

Syntax
BE= form, mode

where “form” is one of:

23 FU (full)

2 SD (subdiagonal)

2 ZE (zero)

and “mode” is one of:

2 FI (fixed)

3 FR (free)

& PS (same pattern and starting values)
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4 SP (same pattern)

4 SS (same starting values)

4 IN (invariant)

The last four modes are only used in multi-group analysis.

Example

For the model depicted in Figure 1.2, the form of the BE is FU and the mode FI. These are
specified as:

BE=FU, FI

Default

BE=ZE, FI

GA keyword (Optional)

Purpose

To specify the format of the GAmma matrix of the LISREL model. The elements of this
matrix consist of the regression weights of the regression relationships between the Ksi
variables and the Eta variables.

Syntax

BE= form, mode

where “form” is one of:

4 DI (diagonal)

3 ID (identity)
4 FU (full)
4 IZ (identity, zero)

and “mode” is one of:
23 FI (fixed)

4 FR (free)

4 PS (same pattern and starting values)
4 SP (same pattern)

4 SS (same starting values)

3 IN (invariant)

The last four modes are only used in multi-group analysis.
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Example

For the model depicted in Figure 1.2, the form of the GA is FU and the mode FI. These are
specified as:

GA=FU, FI

Default

GA=FU, FR

PH keyword (Optional)

Purpose

To specify the format of the PHi matrix of the LISREL model. The elements of this matrix
consist of the covariances and the variances of the KSI-variables.

Syntax

PH= form, mode

where “form” is one of:

4 DI (diagonal)

3 ID (identity)

4 SY (symmetric)

4 ST (standardized symmetric)

The specification PH=ST means that the diagonal elements are fixed at one and the off-
diagonal elements are free. This specification cannot be overridden by fixing and/or freeing
elements of PH on FI, FR, or PA commands. The specification PH=ST, FI or PH=ST,FR is
not permitted and “mode” is one of:

4 FI (fixed)

3 FR (free)

& PS (same pattern and starting values)

s SP (same pattern)

& SS (same starting values)

4 IN (invariant)

The last four modes are only used in multi-group analysis.

Example

For the model depicted in Figure 1.2, the form of the PH is SY and the mode FR. These are
specified as:

PH=SY, FR
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Default
PH=SY, FR

PS keyword (Optional)
Purpose
To specify the format of the PSi matrix of the LISREL model. The elements of this matrix

consist of the covariances and the variances of the residuals ({)

Syntax

PS= form, mode

where “form” is one of:
2 DI (diagonal)

2 SY (symmetric)
2 ZE (zero matrix)
and “mode” is one of:

2 FI (fixed)

2 FR (free)

& PS (same pattern and starting values)
s SP (same pattern)

& SS (same starting values)

3 IN (invariant)

The last four modes are only used in multi-group analysis.

Example

For the model depicted in Figure 1.2, the form of the PS is DI and the mode FR. These are
specified as:

PS=DI, FR

Default

PS=DI, FR
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TE keyword (Optional)
Purpose
To specify the format of the Theta-Epsilon matrix of the LISREL model. The elements of

this matrix consist of the covariances and the variances of the error terms (8) associated with

endogenous manifest variables.
Syntax

TE= form, mode

where “form” is one of:
4 DI (diagonal)

& SY (symmetric)
4 ZE (zero matrix)
and “mode” is one of:
23 FI (fixed)

2 FR (free)

2 PS (same pattern and starting values)

2 SP (same pattern)

2 SS (same starting values)

3 IN (invariant)

The last four modes are only used in multi-group analysis.

Example

For the model depicted in Figure 1.2, the form of the TE is DI and the mode FR. These are
specified as:

TE=DI, FR

Default

TE=DI, FR

TD keyword (Optional)
Purpose
To specify the format of the Theta-Delta matrix of the LISREL model. The elements of this

matrix consist of the covariances and the variances of the error terms (5) associated with the

indicators of the exogenous latent variables.
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Syntax
TD= form, mode
where “form” is one of:
4 DI (diagonal)
& SY (symmetric)
3 ZE (zero matrix)
and “mode” is one of:
FI (fixed)
FR (free)

23
23
& PS (same pattern and starting values)
2 SP (same pattern)

2 SS (same starting values)

2 IN (invariant)

The last four modes are only used in multi-group analysis.

LK command (Optional).

Purpose

To provide descriptive names for the Ksi variables. If no LK command appears, the default labels for
the latent KSI variables (KSI 1, KSI 2, etc.) are used. The maximum length for each label is eight
characters.

Syntax

LK

KSI1KSI2 ... KSIk

where “KSI 1 KSI 2 ...KSI k” denotes the descriptive names for the Ksi variables.

Example

For the model depicted in Figure 1.2, there are no KSI variables and so the LK command does not

appear.
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LE command (Optional).

Purpose

To provide descriptive names for the Eta variables. If no LE command appears, the default labels for
the latent ETA variables (ETA 1, ETA 2, etc.) are used. The maximum length for each label is eight
characters.

Syntax

LE

ETAL1ETA2... ETAQ

where “ETA 1 ETA 2 ... Eta q” denotes the descriptive names for the ETA variables.

Example

For the model depicted in Figure 1.2, the names of the ETA-variables in the model are REAMB and
BFAMB. These are specified as:

LE

REAMB BFAMB

FR command (Optional).

Purpose

To free certain parameter matrix elements which are specified in the form: LY(i,j)) BE(i,j) or LY i |
, BEi]j,whereiand jare used to indicate the ith row and the jth column of the matrix respectively.
Syntax

FR LY(i,j) BE(r,a)

where (i,j) and (r,a) indicate the positions of the elements in the LY and BE matrices, respectively, to
be freed.

Example

For the model depicted in Figurel, the element in the 3" row and 1% column of the LY matrix was
freed, the element in the 2" row and 1% column of the BE matrix was freed and the element in the 1%
row and 3" column of the GA matrix was freed. These free parameters are specified as follows:
FRLY(3,1) BE(2,1) GA(1,3)

PD command (Optional).
Purpose
To generate a Path Diagram of the specified model.

The PD command should be given after the DA command and before the OU command.
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Path Diagram may be used instead of PD.
Syntax
PD

Output Results

OU command (Required Command).
Purpose
To specify the results to be printed by LISREL 8.30.

The options and keywords under this command are discussed below.

IT keyword (Optional).

Purpose

To specify the maximum number of ITerations allowed for the current problem.
Syntax

IT=n;

where n; denotes the maximum number of iterations allowed for the current problem.
Example

For the model depicted in Figurel, the user may allow the maximum number of iterations of
250. This may be specified as:

IT=250

Default

IT=five times the number of free parameters.

ND keyword

Purpose

To specify the number of decimal places allowed for the current problem.
Syntax

ND=k

where Kk is an integer.

Example

For the model depicted in Figure 1.2, the number of places allowed is 3. This is specified as:
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ND=3
Default
ND=2

ME keyword
Purpose
To specify the Method of Estimation.
Syntax
ME= method
where “method” may be one of the following methods:
v (Instrumental variables)
TS (Two-stage least squares)
UL  (Unweighted least squares)
GL  (Generalized least squares)
ML  (Maximum likelihood)
WL  (Generally weighted least squares)
DW  (Diagonally weighted least squares)
Default
ME=ML

Options of printed Output (1)

Purpose

To select the printed output of LISREL.

Syntax

OU option 1 option 2 ... option k

where “option 1 to k ” denotes some or all of the following options.
SS (print Standardized Solution)
SC  (print Complete Standardized solution)
VA  (print VAriances and covariances)
PC  (Print Correlations of parameter estimates)
PT (Print Technical information)

FS (print Factor Scores regression)
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EF  (print total and indirect EFfects, their standard errors, and t-values)

RS  (print Residuals, Standardized residuals, Q-plot, and fitted covariance
(or correlation, or moment) matrix sigma)

ALL (Print everything)

For the model depicted in Figurel, the OU command may be specified as shown below.
OU ME=ML PC RS FS SS SC EF 1T=250 ND=3

Options of printed Output (2)
Purpose
To save various matrices in specified files at termination.
Syntax
OU matrix;=filename; matrix,=filename, ...
where “matrix;" may be any of the following matrices:
LY, LX, BE, GA, PH, PS, TE, TD, TH, AL, KA, TX, TY, or
MA  (The Matrix Analyzed after selection and/or reordering of variables).

O
SI (The fitted (moment, covariance, or correlation) matrix, Z (SI for Sigma).

RM  (The Regression Matrix of latent variables on observed variables).

EC  (The Estimated asymptotic Covariance matrix of the LISREL parameter
estimates).
GF  (All the Goodness-of-Fit measures).
PV  (Free Parameters Vector)
SV  (Standard errors Vector).
TV  (T-values Vector)
and “filename”” are the names of the files containing the matrices and vectors specified above which

will be the same as the input file name but with different extensions.

Using the above definitions and description, a LISREL Input File for the model depicted in Figure

1.2, may be obtained as shown below.
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TI 'DUNCAN, HALLER AND PORTES' APPLICATION

DA NI=10 NO=329 NG=1 MA=KM

LA

REINT REPAP RESOE REOAP REEAP BFINT BFPAP BFSOE BFOAP BFEAP

KM FI=C:\LISREL83\PEPRAH\PEPDHP.COR

SE

45109123678/

MO NX=6 NY=4 NE=2 LY=FU,FI BE=FU,FI GA=FU,FI PH=SY,FR PS=DI,FR TE=DI,FR
TD=DI,FR

LE

REAMB BFAMB

FRLY(3,2) LY(2,1) BE(1,2) BE(2,1) GA(1,1) GA(1,2) GA(1,3) GA(1,4) GA(2,3)

FR GA(2,4) GA(2,5) GA(2,6)

VA 1.00 LY(1,1) LY(4,2)

EQ BE(1,2) BE(2,1)

PD

OU ME=ML PC RS FS SS SC IT=250 ND=3 LY=PEPDHP.lys BE=PEPDHP.bes
GA=PEPDHP.gas

43 TYPING A SIMPLIS FILE USING SIMPLIS COMMAND
LANGUAGE

The LISREL input file, given in Section 4.2.3 can also be specified by using the SIMPLIS
command language. The SIMPLIS command language uses plain English input commands,
so that no matrix notations have to be used. It requires the names of the observed and latent

(if any) variables and a specification of the model to be estimated.

GENERAL RULES FOR TYPING INPUT FILE USING SIMPLIS COMMAND

LANGUAGE.

. A SIMPLIS file must contain ASCII characters only.

. The exclamation mark (!) or the slash-asterisks combination (/*) may be used to
indicate that everything that follows on this line is to be regarded as comments.

. A SIMPLIS command line ends either with a RETURN and/or LINE FEED character

or a semicolon (;). By using a semicolon to end a command line, several of these can
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be put on the same physical line. Thus, for example, the physical line

Correlation Matrix from File PEPDHP.COR; Sample Size = 329
consists of the two SIMPLIS command lines:
Correlation Matrix from File PEPDHP.COR
Sample Size = 329
A SIMPLIS file consists of a number of header lines, each followed by the type of
information that the header indicates.
Any number of problems may be stacked together and analyzed in one run.
The first line for each problem may be a title line containing any information used as
a heading for the problem. Title lines are optional but strongly recommended.
Important note: Although title lines are optional in single-sample problems, at least
one title line is necessary for each group except the first in multi-sample problems,
and the first title line for each group must begin with the word
Group.
After the title line, if any, a header line must follow with the either the words
Observed Variables or the word Labels.
The labels determine both the number of variables and the order of the variables.
Each label may consist of any number of characters, but only the first eight characters
will be retained and printed by the program.
After the line with either the words Observed Variables or the word Labels, a space
(space character) or a colon and a space and then a list of names (labels) of the
observed variables in the data. The names can begin on the header line itself or on the
next line or they can be read from a file. The same rule holds when listing the latent
variables.
The labels should be entered in free format. Spaces, commas, and return characters
(carriage returns or line feeds) should be used as delimiters. Therefore, spaces and
commas should not be used within a label unless the label is enclosed in single
quotes. The same holds for - (dash or minus sign), which has a special meaning.
Labels are case sensitive; upper case or lower case can be used without restriction but
one must use the same name to refer to the same variable each time.
It is recommended that each variable be given a unique name. However, if you do not

want to name all the variables, the following options are available.
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If there are 10 variables, say, the line

VAR1 - VAR10
will automatically name the variables VAR1, VARZ2,. . ., VAR10. Even more simply,
one can use the line
1-10
to label the variables 1, 2, . . ., 10.
The general rule is that if two labels end with integers m and n, with m less than n,
one can use a - (dash or minus sign) to name all variables that end with consecutive
integers from m through n. Whatever appears before the integer m will also appear
before all the other integers.

4.3.1 THE SYNTAX OF THE SIMPLIS FILE

A SIMPLIS file consists of a number of header lines, each followed by the type of information that
the header indicates. All header lines and all information on them are presented in the following
sections. This material is presented in the order it normally arises in the preparation of the SIMPLIS
file.

Title (Optional)

Purpose

To specify the title line containing any information used as a heading for the problem. The title line
may be the first line for each problem.

Syntax

TITLE="Title"

where “Title” denotes the title as specified by the user.

Example

For the model depicted in Figure 1.2, the title may be given as:

The Duncan Haller and Portes” Application

Observed Variables or Labels keyword:
Purpose
To specify the Observed Variables or Labels of the model. In the SIMPLIS command language, the

words Labels and Observed Variables are synonymous.
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Syntax

Observed Variables

VAR 1VAR?2 ...

where “VAR 1 VAR 2...” denote the descriptive name of the observed variables of the model.
or Observed Variables from File = filename

or Labels from File = filename

where “filename” denotes the name of the external file containing “VAR 1 VAR 2 ...”
Example

For the model depicted in Figure 1.2, this section of the input file may be specified as:
Observed Variables

REINT REPAP RESOE REOAP REEAP BFINT BFPAP BFSOE BFOAP BFEAP

Data
Purpose
To specify the data be fitted to the model.
Syntax
Data
where "data" is given in the SIMPLIS file as " Matrix From File Filename", "Matrix" denotes any of
the following matrices:
Raw data matrix
Covariance matrix
Covariance matrix and means
Correlation matrix
Correlation matrix and standard deviations
Correlation matrix, standard deviations, and means
Asymptotic Covariance Matrix, and
“Filename” denotes the name of the external file in which the data to be to be fitted to the model is
found.
Example
For the model depicted in Figure 1.2, the data to be analyzed is a correlation matrix and it is found in
the file “PEPDHP.COR”. This is specified as:
Correlation Matrix from File PEPDHP.COR

111



Sample Size command

Purpose

To specify the sample size (the number of cases) on which the covariance or correlation matrix is
based.

Syntax

Sample Size=n

or Sample Size n

or Sample Size: n

where “n” is an integer value for the number of cases.

Example

For the model depicted in Figure 1.2, the sample size was 329. This may be specified as:

Sample Size 329

The sample size is needed to compute standard errors, t-values of parameter estimates, goodness-of-
fit measures, and modification indices. If the sample size is not specified in the input file, the

program will stop.

Latent Variables or Unobserved Variables command

Purpose

To specify the descriptive names of the Latent Variables or Unobserved Variables of the model.
Syntax

Latent Variables

VAR 1VAR?2...

where “VAR 1 VAR 2 ...” here, denotes the descriptive names of the latent variables of the model.
Example

For the model depicted in Figure 1.2, the latent variables section may be specified as:

Latent Variables
Reamb Bfamb

Relationships command  (Optional)
Purpose
To specify the relationships found in the model. This keyword is optional, i.e., relationships can be

entered without this keyword.
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Syntax

For each relationship, enter a list of variables of the form:

left-hand variable = right-hand variables

where left-hand variable is a name of a dependent variable and right-hand variables is a list of all
variables on which the left-hand variable depends. The variable names are separated by spaces or +
signs. In a path diagram, a left-hand variable is a variable (observed or latent) such that one or more
one-way (unidirected) arrows are pointing to it, and the right-hand variables are the variables where
these arrows are coming from. As a mnemonic, we may also consider the relationship as

TO variable = FROM variables

Example

The figure below is part of the model depicted in Figurel.2.

REOAP

REAMB

Figure 4.1: Dependence paths between REAMB and REOAP and REEAP

REEAP

These relationships are specified as follows:
REOAP REEAP = REAMB

Paths

Purpose

To specify relationships in a model in terms of paths instead of relationships.

Syntax

FROM variables - > TO variables

where in the model there is a path from each variable in the “FROM variables” to all variables in the
“TO variables”.

Example

The paths depicted in Figure 4.1 above may be specified in the path form as:

REAMB -> REOAP REEAP
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Equal Paths

Purpose

To specify equal path coefficients. This means that the two coefficients will be treated as a single
free parameter rather than as two independent parameters.

Syntax

Set the Path from VAR A to VAR B Equal to the Path from VAR C to VAR D

or

The following shorter versions of this can also be used.

Set Path from VAR A to VAR B = Path from VAR C to VAR D

Set Path VAR A -> VAR B = Path VAR C -> VAR D

Set VAR A ->VAR B =VARC->VARD

or

using “Let” lines instead of “Set” lines, this can also be expressed as:

Let the Path from VAR A to VAR B be Equal to the Path from VAR C to VAR D

Let Path from VAR A to VAR B = Path from VAR C to VAR D

Let Path VAR A -> VAR B = Path VAR C -> VAR D

Let VARA->VARB=VARC->VARD

Example

For the model depicted in Figure 1.2, the coefficients of the path from Reamb to REOAP and from
Bfamb to BFOAP are fixed to 1. These are specified in SIMPLIS command language as:
Reamb->REOAP = Bfamb->BFOAP

OUTPUT FILE

One can choose to obtain the estimated LISREL solution either in SIMPLIS output or in LISREL
output. In SIMPLIS output, the estimated model is presented in equation form, while in LISREL
output the model is presented in matrix form. Otherwise, the two output formats contain the same
information. SIMPLIS output will be obtained by default if SIMPIS syntax file is used.

The keywords and options described below are used to request for the information required in the
output file.

ME keyword (Optional)
Purpose

To specify the Method of Estimation to be used in the analysis.
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Syntax
ME= method
where “method” denotes one of the following seven options:
v (Instrumental Variables)
TSLS (Two-Stage Least Squares)
ULS (Unweighted Least Squares)
GLS (Generalized Least Squares)
ML  (Maximum Likelihood)
WLS (Generally Weighted Least Squares)
DWLS (Diagonally Weighted Least Squares)

or put the corresponding option on the Options line as:
Options: ... UL ...
The dots (...) indicate that there may be other options or keywords on the Options line.
Example
For the model depicted in Figure 1.2, the method of estimation is ML. This is specified as:
ME = ML
Default
ME = ML

ND keyword (Optional)

Purpose

To specify the Number of Decimal places required in the output file.
Syntax

ND =n

where n is a positive integer.

Example

For the model depicted in Figure 1.2, the number of decimal places was 3. This is specified as:
ND =3

Default

ND=2
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IT keyword (Optional)

Purpose

To specify the maximum Number of Iterations allowed by the user. For models that are reasonable
for the data to be analyzed, the iterations will converge before this maximum is reached.

Syntax

IT=k

where “k”” denotes the maximum number of iterations allowed.

or

Options: ... IT=100 ...

where the dots (...) indicate that there may be other options or keywords on the Options line.
Example

For the model depicted in Figure 1.2, the maximum number of iterations allowed is 250. This is
specified as:

IT =250

Default

IT=20

Options keyword

Purpose

To specify the various options available to be printed in the output file. Each option can either be
spelled out directly on a separate line or be put as a two-character keyword on an “Options line”.
Syntax

Options: options

where “options” denotes the keywords and options that are requested for to be printed in the output
file.

Example

For the model depicted in Figure 1.2, the “Options line” may be specified as:

Options: ME=ML ND=3 IT=250 ...

where the dots (...) indicate that there may be other options or keywords on the Options line.

The other options available under the “Options command or line™ are:

SS (Print Standardized Solution) Optional.
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This option requests a standardized solution, i.e., a solution in which the latent variables are
standardized but not the observed. If the EF option is given also, the standardized effects for

the SS solution will be given as well.

SC  (Print Completely Standardized Solution)  (Optional)

This option requests a completely standardized solution, i.e., the solution in which both latent
and observed variables are standardized. If the EF option is also specified, the standardized

effects for the SC solution will be given as well.

EF (Print Total and indirect EFfects, their standard errors, and t-values). (Optional.

Include the total and indirect effects in the output.

VA  (Print VAriances and covariances) (Optional)

To print variances and covariances of the model.

MR  (Equivalent to RS and VA)

FS  (Print Factor Scores regression) (Optional)

Include the factor-scores regression in the output.

PC  (Print Correlations of Parameter estimates) (Optional).

Both the covariance matrix and the correlation matrix of the parameter estimates are printed
in the output file.

PT (Print Technical information)

The above options and keywords could be put together to form the “Options line" below.

Output: SS SC EF SE VA MR FS PC PT ND=3 IT=250 ME=ML
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PD (Optional)

Purpose

To produce the Path Diagram, corresponding to the model that was fitted to the data, from the
SIMPLIS syntax created.

Syntax

PD

End of Problem (Optional)

Purpose

To indicate the end of the problem. This is optional but recommended, especially when several
problems are stacked together in the same input file. In multi-sample problems one puts End of
Problem after the last group, not after each group.

Syntax

End of Problem

4.3.1 SIMPLIS FILE FOR THE MODEL DEPICTED IN FIGURE 1.2

A complete SIMPLIS FILE FOR THE MODEL DEPICTED IN Figure 1.2 may be as shown below.

The Duncan Haller and Portes” Application

Observed Variables
REINT REPAP RESOE REOAP REEAP BFINT BFPAP BFSOE BFOAP BFEAP

Correlation Matrix From File PEPDHP.COR
Standard Deviations From File PEPDHP.STD

Sample Size = 329

Latent Variables
REAMB BFAMB

Relationships
REOAP =1*REAMB
REEAP = REAMB
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BFEAP = BFAMB

BFOAP =1*BFAMB

REAMB = BFAMB REPAP REINT RESOE BFSOE
BFAMB = REAMB RESOE BFSOE BFINT BFPAP

Options: SS SC SE VA MR FS PC EF PT RS WP ME=ML ND=3 IT=250
Path Diagram

End of Problem

4.4 |ILLUSTRATIVE EXAMPLE

The model depicted in Figure 1.2 will now be used to illustrate the interactive use of LISREL8.30 to

create the LISREL input file and the path diagram of the model.

4.4.1 CREATING LISREL SYNTAX INTERACTIVELY FOR THE DUNCAN,
HALLER AND PORTES’ MODEL DEPICTED IN FIGURE 1.2

LISRELS8.30 for Windows allows the user to create LISREL syntax interactively by making use of a
set of menus and dialogs. The steps to be followed to create the input file listed in section 4.3.2

follow.
. Create an external data file in any text editor, such as Notepad, to obtain the data file

“pepdhp.cor” shown below.

5 Pepdhp.cor - Notepad BE=EE
Fil= Edit Search Help
1.0008 =
-184 1.6888
222 -8a9 1._@888

=411 -214h -324 1.008

-Lah 274 -Las -625 1_.888

-336 -878 -238 -368 -2846 1.808

-182 -115 -893 -B76 -a78 -289 1_.9808

-186 -819 -27F1 -293 241 -295 -84 1_808

-2608 -a84h 279 h22 -328 =581 =199 -361 1.888
-298 =112 -385 -327 -367 -519 -278 -411 -648 1.
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Double click the LISRELS8.30 icon

to open the window shown below.

Z LISREL Windows Application
File “iew Help

D=5

Click on the “File” menu to load the menu box below.

% LISREL Windows Application
Yiew  Help

Qpen... Ci+0
Import Data in Eree Format
Impart External Data in Other Farmats

Print Setup...

1 PEPRAHSPERDHFLRS
2 PEPRAHA\PEPDHF.FTH
3 PEPRAHNPERDHP.OUT
4 &\DHP.OUT

Euit

Click on the “New” option of the “File” menu to load the “New” dialog box shown below.

New |

v
PRELIS Data
SIMPLIS Project

LISREL Project
Path Diagram

120



Select the “LISREL Project” option to produce the dialog box shown below.

Mew

Hew

=
Syntax Only
_ Cancel |

PRELIS Data
SIMPLIS Project
Path Diagram

Cancel

Click on the “OK” push button to load the “File Save As” dialog box shown below.

File Save As

File name:

= E |
[T | c:ulisrel83
— [ Eoomal |
dhp_Ipj B = =k =
war-cow. lpj 5 hisrel83 Metwork ___ I
1 dbms | — —
[ hsB830ex
[ I=sBex
- ) mlewelex =

Sawe File as bype:- Driwes:-

IQG:

[LISREL Project (= 1pi) -1

Type the file name “pepdhp.lpj” in the “File name” string field of the “File Save As” dialog
box to produce the dialog box shown below.

File Save As H E I
[pepdhp.Ipi | c:ilisrel83\peprah
- - Cancel I
ependhp oy L= £5 et -
=3 lisrel83 Metwork___
=3 peprah _ Motwork |
1 exx
Sawe File as type: Drives:
|LISREL Project [=Ipi)  |=| | = e ~|

Click on the “OK” push button to open the window shown below.

= LISREL Windows Application - PEPDHP_LPJ

Fil= Edit Setup Model Output DOptions *findow Help

mEE=EA R =R EEEEILE
EBlzljuls|z](====] ===

* PEPDHP_LFJ [=[=0=]
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Click on the “Setup” menu to load the menu box below.

wWindows Application - PEPD

SetL Model QOutput  Options

Title and Comments ...
Groups...

Wariables. .

Data...

Initialize Fz
Build LISREL Spntax  F4

Build SIMPLIS Spntaz F2

Click on the “Title and Comments” option of the “Setup” menu to load the “Title and

Comments” dialog box below.

Title and Comments =]
Title

| |
Comments
Mext > |

Cancel |

Type the title in the “Title” string field and comments, if any, in the “Comments” string field

to produce the dialog box below.

Title and Comments =]
Title

|THE DUNCAN HALLER AND PORTES® APPLICATION |

Comments
MNext > |

Cancel |

Click on the “Next” push button to load the “Group Names” dialog box below.

l EIDI;I'P Labels

1§
< Previous |
Next > |

Cancel |

Mote: Froceed to the next screen if the analysis iz for one group only. For
multi-sample data. insert group name rows by using the Down Armmow key.
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. Click on the “Next” push button to load the “Labels” dialog box below.

Labels B

Dbserved Yariables Latent Yariables

Na_me I I MName I P -
1 AR 1 S < Previous I
2 wAR 2

Mext > I

Cancel I

Add/Read Variables | Add Latent Variables |

Mowve Do I Mowve Up I Mowve Down I Mowve Up I

Press the Down Arrow to insert one row at a time once a label has been typed in the
Previous row
Press the Insert key o insert empty rows or the Delete key o delete selected rows

. Click on the “VAR1” in the “Observed Variables” string field.

Press the “Insert” key on the keyboard to insert empty rows or the “Delete” key to delete

selected rows.
The above actions produce the “Labels" dialog box shown below.

Labels E

Dbserved Yariables

Name l

wAR 1

Latent Yariables

l Name l

< Previous I

wAR 2

Mext > I

Cancel I

55 ] 7 [T 0 I ot

[1]

Add/Read Variables | Add Latent Variables |

Mowe Down I Mowe Up I Mowe Down I Movwe Up I

Press the Down Arrow to insert one row at a ime once a label has been typed in the
Previous row
Press the Inzert keyp o insert emplty rows or the Delete key to delete zelected rows

. Click on the “VARL1” in the “Observed Variables” string field and type “REINT”, the
descriptive name of the first manifest variable in the data matrix.

. Press the “Down” arrow on the keyboard to insert one row at a time once a label has been
typed in the previous row.

The above actions produce the “Labels"” dialog box shown below.

Observed Yariables Latent Yariables

Mame I MName I -

F] REINT F] oo < < Prewvious I
=2 REPAP 2

3 RESOE Mext > I
4 REOAP

[ REEAP

5 IbriNT
i BFFPAP

o BFSOE Cancel I
9 BFOAP

10_|BFEAF

Add/Read Variables | Add Latent Variables |

Mowve Down I Mowve Up I Mowve Down I Mowve Up I

Press the Down Arrow bo insert one row at a time once a label has been tpped in the
Previous row
Fress the Insert key o insert empty rows or the Delete key to delete selected rows
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. Click on the “Name” push button under the “Latent Variables” in the “Labels” dialog box.

. Press the “Insert” key on the keyboard to insert empty rows or the “Delete” key to delete
selected rows.

. Type the descriptive latent variable names in the same way as was done for the manifest
variables.

The above actions produce the “Labels" dialog box shown below.

Labels ]
Observed Yarables Latent Variables
Namme l Mame l P -
1 [QEINAT 1 |REAMB __< Previous |
2 REPAP 2 BFAMB
3 RESOE Mext > I
A REDAP
[ REEAP
6 _|BFINT
Fi BFPAP
8 BFS0OE Cancel I
s ) BFOAP
10 BFEAP
Add/Read Variables | Add Latent Variables |
Move Down I Move Up I Move Down I Move Up I
Press the Down Armow to insert one row at a time once a label has been typed in the
Previous row
Press the Insert key o insert emplty rows or the Delete key to delete selected rows

. Click on the “Next” push button to load the “Data” dialog box below.

Groups:

Lll I~ Same across groups

— Summary statistics

Statistics from: File type: View I Hew

|LISFIEL Syztem Data Ll < Previous I

I™ Full matrix [~ Fortran formatted File name: Browse

| | [C:\LISREL83\PEPRAH\PEFPDHP| M

Statistics included:
I” HMean included in the data
Cancel |
e HNumber of observations

" Include weight matrix |1—|

| L” M atrix to be analyzed

Weight file name Browse I |Eovariances Lll

| |
. From the “Statistics from” menu field options, select “Correlations”.
. From the “Matrix to be analyzed menu field options, select “Correlations”
. From the “File type” menu field options, select “LISREL System Data”
. In the “File name” string field, type in the path to the external file containing the data to be

analyzed or click on the “Browse” push button to select the file from the correct directory.

. Type the number of observations in the “Number of observations” string field.
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The above actions produce the dialog box below.

oata M
Groups:

| v“ T Same across groups
— Summary statistics

Statistics from: File type: Yiew I MHew I

| Comrelations Lll | External ASCIll Data

| < Previous I

I Full matrix [ Fortran formatted File name:

: Mext > I
[ | c:\LlsnELsa\PEPnAH\PEPDHP]
Statistics included: 0K I
I Mean included in the data Summary Matrix

i wieight Number of observations

I Include weight matrix 329

| L” M atrix to be analyzed

Wweight file name Browse I |Cunelaliuns Lll
| |

. Click on the “Next” push button to load the dialog box below.
[Define Observed Variables ______________________________________________________________H]
Variable Names | Y-Wariables | X-Variables |
HETNT i
RESOE
RESOE
REOAP
hEAr
BFINT
BFPAP
BFOAP
aeerear
Legend
% Wariables
¥ Wariables
Sclectas¥ | [ Selectas®X | [ Removey | [ Removex |

. Click on the number next to REOAP (a Y- variable).
This action will cause row 4 to be highlighted in blue colour as shown in the “Define Observed

Variables” dialog shown below.

Define Dbserved Variables =]
Yariable Hames l ' Yariables l X-Yariables I
REINT
REPAP
RESOE @3 |
AEDAF I ——
5 REEAP Cancel I
BFINT
7 BFPAP
BFOAP
[1] BFEAP Help I
Legend
¥ ¥aniables
Y Wariables
Select as ¥ Select as X Remove v Remove X
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. Click on the “Select as Y” push button to select REOAP as shown below.

Define Observed Variables B

Yanable Hames I Y -Yanables I X-Yanables I
REINT REOAP

REPAP
RESOE oK |
REOAP
REEAP Cancel
BFINT 4|
BFPAP

BFSOE Next |
BFOAP

0 BFEAP Help |

o=l a1

Legend
X Variables

Y Wariables

{Gelect as 1 | Select as X Remove ¥ Remove X

When a variable, is selected as a Y-variable the variable is highlighted green in the original list of

manifest variables.

. Repeat the above actions for the other three Y-variables to produce the dialog box below.
Yariable Hames I Y -Variables I X-Yariables I
1 REINT REOAFP
REPAF REEAF
3 RESOE EFDAP o= |
REOAP BFEAF

L]

REEAF Cancel |
BFIMNT

BFPAP

BFSOE HNext |
BFOAP

1] BFEAP Help |

[ [ [l

Legend
X Variables
¥ Yariables
iSelect as ¥ | Select as X FRemove Remove X
. Click on the number next to REINT (an X-variable).
This action will cause row 1 to be highlighted in blue as before.
. Click on the “Select as X” push button to select REINT as shown below.
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Define Dbserved Variables =]

Variable Hames Y -Yariables l X-Variables I
REINT REDAP REINT
REPAP REEAP
RESDE BFEAF
REDAP BFOAP
REEAP
BFINT
BFPAP
BFSOE
BFODAP

[1] BFEAP

(1] 4 I
Cancel I
HNext I
Help I

Legend
¥ ¥aniables
Y Wariables
Select as Y {"Select as X | Remove Y Remove X
. Repeat the above actions for the other five X-variables.

The above actions will produce the “Define Observed Variables” dialog box below.

D efine Observed Yariables [=]

X-Variables l

Variable Names || ¥ -Wariables I
REINT REOAP
REPAP REEAP
RESOE BFEAP
REODAP BFOAP
REEAP
BFINT
EFPAP
EFSOE
BFOAP
BFEAP

REINT
REPAP
RESOE
BFINT
BFPAP
BFSOE

Select as v

[Select as X

Remove Y

Remowve X I

OK I
Cancel I
Mext I
Help I

Legend

. Click on the “Next” push button to load the “Define Latent Variables” dialog box below.

Define Latent Yariables B

Yariable Hames l Eta-Yariables l K.si-Variables l
1 REAMB 1
2 BFAMB
Legend
K.si Yariables
Eta Yariables
Select Eta I | Select Ksi I | Delete Eta I | Delete Ksi I
. Click on the number next to the latent variable “REAMB”.
. Click on the “Select Eta” push button to select REAMB as an Eta-variable.
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The above actions produce the “Define Latent Variables” dialog box below.

D efine Latent VWariables [=]

l Wariable Names l Eta-Variables l Ksi-Variables l

REAMB REAME
BFAMB

OK I
Cancel I
Mext I
Help I

Legend
Ksi Variables

Eta ¥ariables

Select Eia ! Select Ksi I Delete Eta Delete Ksi I

. Repeat the above steps for the latent variable BFAMB.

The above actions produce the “Define Latent Variables” dialog box below.

Define Latent ¥ariables E
Yariable Hames I Eta-Yariables l F.si-¥anables I
1 REAMEB REAME
2 BFAME BFAMB

(1] 4 I
Cancel I
Next I
Help I

Legend

Kzi Variables

Eta Yariables

"Select Eia ! Select Ksi I Delete Eta Delete Ksi I
. Click on the “Next” push button to load the “Model Parameters” dialog box below.
Groups: | Lll

— Model Summan

Humber of Groups

MHumber of Independent Observed
MHumber of Dependent Observed
Humber of Independent Latent

Cancel |
MNext |
P Help |

Humber of Dependent Latent
MHumber of Hew Independent

NOMNO&D=

Total Humber of Free Parameters:
Model Type: Sub-model 3C

M atrix Form:
Lambda-¥v Full Matrix. Fixed - LI
Beta Full Matrix. Fized —

Gamma  Full Matrix. Fized Matrix Mode:

Phi Symmeltric Matriz, Free | ;”
Ps=i Diagonal Matrix, Free =

Theta-Epslon Diagonal Matrix, Free 'I

T Hew Parameters
Default I Specify I

Select the “Lambda-Y Full Matrix Fixed” option in the "Model Summary" menu field of the
“Model Parameters™ dialog box.
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The above action will produce the “Model Parameters" dialog box below.

Groups: | Lll

— Model Summary

Cancel |
Next |
Help |

Matrix Form:

MHumber of Groups

Mumber of Independent Obzerved
MHumber of Dependent Observed
MHumber of Independent Latent
Mumber of Dependent Latent
Humber of Hew Independent

WEND&D=

purt

Total Number of Free Parameters:
Model Type: Sub-model 3C

Full Matrix =]
Gamma  Full Matnx, Fizxed Matrix Mode:
Phi Symmetric Matrix. Free =
Pszi Diagonal Matrnix, Free = | Fixed ;”
Theta-Epzslon Diagonal Matl_ix, F_lee vI

- I Mew Parameters
Default I Specify I

. Click on the “Specify” push button to load the “ Elements and Values for Lambda-Y” dialog

box below.

Elements and Yalues for Lambda-Y ]

[ meamB [  BramB |

I 1]
0

FEAL| O 1]

1]
Cancel |
Help |

] )
m

4
[—F—"

Legend
Fix
Free
- Constrained
Free Fix Default Unavailable

In the model depicted in Figure 1.2, the regression weight of the relationship between REAMB and
REOAP is fixed at 1. This is specified as follows:

. Click on the row 1, and column 1 entry of the matrix highlighted in yellow.
. Type “1” in the entry.
. Click on the “Fix” push button.

. Repeat the three steps above for the element in row 4 and column 2.
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. Click on the “OK” push button to load the *“ Elements and Values for Lambda-Y” dialog box

below.

Elements and Values for Lambda-yv

REAME I BFAME I

Cancel |
Help |

Legend
Fix

- Constrained

Free I Fix I Default I Unavailable

m|
=
[=N=N=1]

In the model depicted in Figure 1.2, the regression weight of the relationship between REAMB and
REEAP is a free parameter to be estimated. This is specified as follows:

. Click on the row 2 and column 1 entry.

. Click on the “Free” push button.

These actions highlights the row 2 and column 1 entry in green colour, indicating that it is now a free

parameter to be estimated in the analysis.

. Repeat the above steps for the row 3 and column 2 entry.
. Click on the “OK” push button to load the *“ Elements and Values for Lambda-Y” dialog box
below.
Elements and ¥alues for Lambda-Y B
[ meaMe [  BraMB |
I 1 0
ot 3 x|
MD ! Cancel |
Help |
Legend
Fix
Free
- Constrained
Fix Default Unavailable

. Click on the “OK” push button to reload the “Model Parameters" dialog box.
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. Select the “Beta Full Matrix, Fixed” option from the "Model Type" menu field of the “Model

Parameters" dialog box as shown below.

Groups: | LI|

— Model Summarny

Cancel |
MHext |
8 Help |

MHumber of Groups

Mumber of Independent Observed
Humber of Dependent Observed
MHumber of Independent Latent
Humber of Dependent Latent
Humber of Hew Independent

WO NS &8O

Total Humber of Free Parameters:
Model Type: Sub-model 3C

Matrix Form:
Lambda-yY _ Full Matrix. Fixed [ Full Matrix =
Beta Full Matnx, Fixed

Gamma  Full Matrix. Fixed Matrix Mode:
Phi  Symmetric Matrix. Free |Fixed LI|

Pszi Diagonal Matrix. Free
I Hew Parameters

4

Theta-Epslon Diagonal Matrix. Free
Theta-Delt-F nzlon Full Matrix Fixed s

D efault Specify

. Click on the “Specify” push button to load the “Elements and Values for Beta” dialog box
below.

Elements and ¥alues for Beta ]
[ mreame | Brame |

1] 1]
1] 1]

Cancel

dd;

Help

Legend
Fix
Free

- Constrained

Default | Unavailable

Free

For the model depicted in Figurel.2, the regression weight for the relationship between BFAMB and
REAMB is to be estimated. This free parameter is specified as follows:
. Click on the row 2 and column 1 entry.

. Click on the “Free” push button.
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The above actions produce the “Elements and Values for Beta” dialog box below.

Elements and ¥alues for Beta ]
| REAME | BFAMB |
0 0
0 0 0K |
Cancel |
Help |
Legend

Fix
Free

- Constrained

Fix Default Unavailable
. Repeat the two steps above for the entry in row 1 and column 2.
. Click on the “OK” push button to load the “Elements and Values for Beta” dialog box below.
Elements and ¥alues for Beta =]
| nmease | Bradp |
Seam0 0 o |
Cancel |
Help |
Legend
Fiz
Free
- Constrained
Fix Default | Unavailable
. Click on the “OK” push button to reload the “Model Parameters” dialog box.

The other parameter matrices can be specified in the a similar way as described for the Lambda-Y

and the Beta matrices.
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. Click on the “Next” push button after the last parameter matrix for the model has been

specified to load the “Constraints” dialog box below.

Constraints: Bomres | Lll
I
Cancel |
Parameter Free
Lambda-¥ ;l _I ;l Hext |
EQ | Beta + £--
Gamma r | g | 9 |
Phi Help |
Psi
IR | Theta-Epslon . | T | 6 | - |
Theta-Delt-E
1| 2|3|>=|Enler
COo
o o | .| <]

In the Beta matrix, the elements BE(1,2) and BE(2,1) are constrained to be equal. This is specified as

follows:

. Click on the “EQ” push button of the “Constraints” dialog box to produce the “Constraints”

dialog box below.

Constraints: Brerres | ;Il
EQ
oK |
Cancel |
Farameter Free
7 = -
Lambda-v M ext
S =
G amma F | 8 | 9 |
Phi Help |
Psi
IR | Theta-Epslor 4 | 5 I 5 | = |
Theta-Delt-E
1| 2|3|>=|Enlel
cCo |
o | .| <]

133



Select “Beta” in the “Parameter” list box to produce the dialog box below.

Constraints: Brerres | ;Il
EQ
Cancel |
Farameter Free
7 = -
~wena || 2] ] -] Nt |
Eul | |BE(2.1) + | < b
7] e] 9| |
Help
n | o L L
Theta-Delt-E
1| 2|3|>=|Enlel
co |
o | .| <]

Double click on the BE(1,2) and BE(2,1) in the “Free” list box, one at a time to produce the
dialog box below.

Conshraints B
Constraints: i | j|

EQ BE[1.2) BE(2.1]

Cancel |
Parameter Free
/ = -
Lambda-Y BE[1.2
e - o S =
Gamma i g 9
Phi Help |
Psi 4 5 6 _
IR | Theta-Epslor ~
Theta-Delt-E
1 2 3 »= | Enter
I:l]l
0 L=
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Click on the “Next” push button to load the “Selections” dialog box below.

Selections
Selected Printout
[ Correlation Matrix of Parameter E ztimators

[ Residuals_Standardized Resziduals,
-plot and Fitted Covanance

[ Total Effects and Indirect Effects

Cancel
[ Factor-scorez Regression

[ Standardized Solution M ext
[ Completely Standardized S olution

[ Technical Output

[ Miscellaneous Besults [see Sec 1.11]
[ Excluding Modification Indices

[ Prnt All

E==
(=
IEEEN]
=

MHumber of Decimals [0-8] in the Printed Output
[+ Invoke Path Diagram [ Wide Print

Check the required options of the “Selected Printout” check box.

Change the “Number of Decimals in the Print Output to “3” to produce the dialog box below.

Selections
Selected Printout
[ Comrelation Matrix of Parameter Estimators

[+ Resziduals_Standardized Besiduals.
Q-plot and Fitted Covanance

[ Total Effects and Indirect Effects

Cancel
[ Factor-scores Begression

I+ Standardized 5 olution Hext
[+ Completely Standardized S olution

[ Technical Output

[ Miscellaneous Besults [see Sec 1.11]
[ Excluding Modification Indices

[ Print All

= Ll )

Mumber of Decimals [0-8) in the Printed Output (3
[+ Invoke Path Diagram [ ‘Wide Print
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Click on the “Next” push button to load “Save matrices” dialog box below.

Save ... File Name: Save ... File Name:

™ Lambda-v [ Matrix Analyzed
I~ Lambda-X DHP.Ixs " Asym.Cov of Param_Est.
I~ Beta DHP._bes " Reagr.Matrix of Latent
I Gamma I Fitted Matrix DHP._sis

[ Phi ™ Goodness of Fit DHP_gfs

I~ Psi DHP.pss " Est. Free Param.
[ Theta-Epsilon DHP tes I Std. Erons
I” Theta-Delta " t+Values
" Theta-Delta-E psilon [ write TeX Output
M Tauy DHP.tas I whrite RTF Output
™ Tau DHP.tas
I Alpha Concel _|
™ Kappa Check All | Help |

Check the desired check boxes to produce the dialog box below.

Save . File Name: Save . File Name:

I Lambda-r " Matrix Analyzed
I Lambda-X DHP.Ixs I Aszsym.Cov of Param_Est.
V¥ Beta DHP_bes I Regr.Matrix of Latent
I Gamma I Fitted Matrix DHP._sis

¥ Phi [~ Goodness of Fit DHP_gfs

I Theta-Epsilon DHP.tes I+ Std. Errors
I Theta-Delta I +Values
I Theta-Delta-Epsilon I~ white TeX Dutput
I Tauv DHP tas I white RTF Output
I TauXx DHP.tas
I~ Alpha oK I Cancel |
I Kappa Check All | Help |

Click on the “OK” push button to open the “LISREL Windows Application” window below.

= LISREL Windows Application - [FPEFDHF.LFJ

- Eile Edit Setup Model

NEEORaEEEEE LR

TI Duncan, Haller and Portes,

DA NI=10 NO=3225% NCG=1 MA=KM

La

EIM FI=C:\LISREL=3)\PEPRAH.PEPDHP. COR 3Y

SE

4 510 3 1 2 2 8 & 7 4

LE
REAME EFAME

FR LY{2,1) LY(3,2) BE(1,2) BE(2,1)
FR GA{Z,.4) GR(Z,5)
VA 1.000 L¥(1,1)
EQ BE(l,2) EBE(2,1)

PD

Dutput Dptions  Window Help — =] =]
Applicaticon =
REINT REPAP RESOE REOAP REEAF EFINT EFPAP EFSOE BFOAT BFELP
MO MNx=& MNY=4 MNE=F LY=FU,FI EE=FU, FI GA=FUO_FI PH=SY FR PE=DI_ FR TE=DI_FR
GACL, 1) GaA(l,2) GA(L_ 32) GA(l_ 4) GA(Z_3)
ChiZ,8)
Lri4.z) |

017 ME=ML PC RS S5 SC ND=3 IT=2&0

LY=PEPDHP_lys BE=PEPDHP bes GA=PEPDHP.gas C

PH=FPEFDHF.phs PS=FEPDHP.pss TE=FPEPDHP.tes SI=PEPDHP.sis GF=PEFDHF.gfs TV=FPEPDHP.tw=s

=

o
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4.4.2 CREATING SIMPLIS SYNTAX FILES INTERACTIVELY

LISREL 8.30 for Windows allows the user to create SIMPLIS syntax interactively by making use of
a text window and keypad dialog box.
The following steps should be followed to open this window and keypad dialog box.

. Double click on the LISREL 8.30 icon

. Click on the “File” menu to load the file menu box.

. Click on the “New” option from the menu box to open a “New” dialog box.
. Select the “SIMPLIS Project” option from the “New” dialog box.

. Click on the “OK” push button to load the “File Save As” dialog box.

. Give the “SIMPLIS Project” a filename and save the file.

. Click on the “OK” push button to open the text window and dialog box shown below.

Z LISREL Windows Application - -PEPDHP.SPJ
File Edit Setup Output Options indow Help

EIEI:IEILI_I_ILI_I.:l_l
IBIII'-'I‘-‘rI_I

. =

-
| | »

Observed Latent Groups | Lll
VAR 1
VAR 2 From | Set Path | LI ;I _—I
To | Set Yariance | il il il MES
Free | Set Covariance | ll il il ;I
Fix | Set Error Yarnance | LI il il _[I <1
Equal | Set Emmor Eovaliancel (1] I _I _]I

Clicking (left mouse button) on the appropriate symbol operates the keypad. Note that the <==
symbol represents the backspace key while the symbol <--| denotes the enter key.

To enter the descriptive names of the variables of the model you have to do the following (See
Section 4.4.1).

. Click on the “Setup” menu to load a “Setup” menu box.

. Click on the “Title and Comments” option of the “Setup” menu to load a “Title and

Comments” dialog box.
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. Type the title and comments in the “Title” string and “Comments” string fields respectively.
. Continue with similar steps as described in Section 4.4.1 to enter the descriptive names of the

variables of the model to produce the window shown below.

¥ PEPDHP.SPJ =1
k <]

-
| | *

Dbserved Latent Groups | L”

REINT REAME
REPAP BFAMB From | Set Path
RESOE

REDAP 5
REEAP To | Set Yariance

|

| 7]
BFINT Free | Set Covariance ILI

|

BFPAP
BFSOE

BFOAP Fix | Set Emror Yariance 1 |
BFEAP

. Click on the “Setup” menu again to reload the “Setup” menu box below.

S0l FModel Output  Options

Title and Comments ...
Groupsz...

Wariables..

Data. ..

Initialize F2
Build LISREL Syntax  F4

Build SIMPLIS Syntax  F2

. Click on the “Build SIMPLIS Syntax” option of the “Setup” menu to open the text window
below.
J® PEPDHFSP) BE &

Observed Wariables

DETNT REPAP REZS0E REOAP REEAP EFINT EFPAP EFS0E EFOAP EFEAP

Correlation Matrix From File C:WLISRELS2W\EPLEXW-TEPDHT.COR

Sample Size = 3E9

Latent Wariables REAME EFAME _I

Relationships

Dath Diagrs.nﬂ

Iterations = ZE0

rﬂ-i-.'hnd nf Estimardion: Mawimuam TAilkeliland
A

Dbzerved Latent Groups | ;I| j‘
REINT REAMB

EEESE BFAMB From I Set Path | Ll = _—I S

EEE:PP To I Set Vanance | ll il il =

EF:;!LL Free I Set Covariance | il il il ;I

g:;ggg Fix I Set Error Yariance |L| il il _[I <

BFEAP Equal I Set Error Eovariancel 1] | - I ] I LI

The skeleton model in the text window would enable you to put the paths, covariances and variances

at the correct section of the input file.
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To specify a relationship, for example, between two variables “REAMB” and “REOAP”, you may

do the following:

Click on “REOAP”.

Hold and drag it to the section of the input file in the text window headed “Relationships”
and drop it.

Put the cursor after the variable.

Click on the “=" push button.

Click on “REAMB”.

Hold and drag it to the right hand side of the “=" sign and drop it.

Follow similar steps to those described above to specify the other relationships and the

covariances or variances of the model.

443 CREATING LISREL/SIMPLIS SYNTAX USING PATH

DIAGRAMS

A path diagram is a graphical representation of the relationships among variables in the LISREL

model. If drawn and labeled correctly and in sufficient details, the diagram can specify exactly the

fixed, constrained or free status of all parameters in the model.

GENERAL RULES FOR DRAWING PATH DIAGRAMS

The observed x- and y- variables are enclosed in boxes.

The latent variables ¢ and n are enclosed in circles or ellipses.

The error variables &, 0, and ¢ appear in the diagram but are not enclosed.

A one-way arrow between two variables indicates a postulated direct influence of one
variable on another. A two-way arrow between two variables indicates that these variables

are correlated without any assumed direct relationship. One-way arrows are drawn straight,

while two-way arrows are generally curved.
There are a fundamental distinction between independent variables (¢ -variables) and

dependent variables ( n -variables). Variation and covariation in the dependent variables is
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444

to be accounted for or explained by the independent variables. In a path diagram this
corresponds to the statements,

1 no one-way arrow can point to a & -variable;
2 all one-way arrows pointing to an n -variable come from & - and n -variables.

All direct influences of one variable on another must be included in the path diagram. The
non-existence of an arrow between two variables means that the two variables are assumed

not to be directly related.

DRAWING A PATH DIAGRAM INTERACTIVELY IN LISREL 8.30
FOR WINDOWS FOR THE DUNCAN, HALLER AND PORTES’
APPLICATION

LISREL 8.30 includes features, which allows a user to interactively draw a path diagram for a model

to be analyzed. The step by step ways of doing this for the Duncan, Haller and Portes’ example is

described in details below.

Double click on the LISRELS8.30 icon

to open the window with part shown below.

% LISREL Windows Application EEE
Filz Wiew Help

MECHEAEEEE0E

Click on the "File" menu to load the menu box below.
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% LISREL Windows Application

Wiew Help
Mew Chil+M I
Dpen... Chil+0

Import Data in Eree Format
Import External D'ata in Other Formats

Print Setup. ..

1PEPRAHNPEFDHP.LRY
2 PEPRAHYPEFDHP.PTH
3 PEPRAHNPEFDHP.OUT
4 ANDHP.OUT

Exit

Click on the "New" option of the "File" menu to load the “New” dialog box shown below.

New % |
: 0K
PRELIS Data Cancel
SIMPLIS Project ance

LISREL Project
Path Diagram

Select the "Path Diagram" option to produce the dialog box shown below.

Hew |
New 0K
Syntax Only
PRELIS Data Cancel
SIMPLIS Project ance

Click on the "OK" push button to load the "File Save AS" dialog box shown below.
File SaveAs _______ HH|

File name: Folders:
Cew |

c:hlizrel83\peprah

Cancel |
ex51. pth - S oeth -
pepdhp.pth = lisrel83 Metwork___ |
5 peprah

Save file as type: Drives:
IPath Diagram [*.pth] ;I I = c: j
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Type the file name "pepdhp.pth” in the "File name" string field of the "File Save As" dialog

box to produce the dialog box shown below.

File Save As HE
File name: Folders:
|pep-dhp.pth | c:\lizrelB3\peprah

Cancel |
exh1_pth - e -
pepdhp.pth 3 lisrel83 Network... |
5 peprah —
Save file az type: Dirives:
Path Diagram [*.pth] j I = j

Click on the "OK" push button to open the windows shown below.

W PEP-DHP_PTH

Click on the "Setup™ menu to load the menu box below.

indows Application - PEP-

Draw Yiew Image 0O
Title and Commerts .
[aroups...

Yariables..
Data..

Build LISREL Syntax  F4
Build SIMPLIS Syntax F8

Click on the "Title and Comments" option of the "Setup™ menu to load the “Title and

Comments” dialog box below.
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Title and Comments B

Title

|| |

Comments
Mext » |
Cancel |

Type the title, "'DUNCAN HALLER AND PORTES' APPLICATION", in the "Title" string
field.
Type comments, if any, in the "Comments" string filed to produce the "Title and Comments"

dialog box below.

Title and Comments B

Title
|DUNE.AN HALLER AND PORTES' APPLICATION |

Comments
Mext »

e

Cancel

Click on the "Next" push button to load the "Group Names" dialog box below.

Group Labels

< Previous

Mext »

Cancel

difd

Note: Proceed to the next screen if the analysis is for one group only. For
multi-sample data, inzert group name rows by uzing the Down Amow key.

143



. Click on the "Next" push button to load the "Labels" dialog box below.

Labels =]

Dbserved Variables Latent Yariables

N
I ama I < Previous |
Mext > |

Cancel |

Add/Read Yanables | Add Latent ¥ariables |

Move Down | Move Up | Move Down | Move Up |

Press the Down Arrow to insert one row at a time once a label haz been typed in the
previous row
Press the Insert key to insert empty rows or the Delete key to delete selected rows

. Click on the “VAR 1” string in the “Observed Variables” string field.

Press the “Insert” key on the keyboard to insert empty rows or the “Delete” key to delete
selected rows.
The above actions produce the “Labels" dialog box shown below.

Labels =]
Observed Yariables Latent Yariables
Namme l l HName l P =
Wak 1 H < Prewious I

2 wAR 2
3 Hext > I
8
¥
2 Cancel I
a
10

Add/Read Variables | Add Latent Variables |

Move Down I Mowve Up I Mowve Down I Move Up I

Press the Down Arrow to insert one row at a time once a label has been tpped in the
previous row
Press the Insert key to insert empty rows or the Delete key to delete selected rows

. Click on the “VAR 1” string in the “Observed Variables” string field again.
. Type, “REINT”, the descriptive name of the first manifest variable in the data matrix in place

of “VAR 1” to produce the dialog box below.

Labels [=]
Obszerved Variables Latent Yariables
Namme I I Hame I P -
BETNT < Previous I
VAR 2
Mext > I
Cancel I
1)
Add/Read Variables | Add Latent Variables |
Move Down I Move Up I Mowve Down I Move Up I

FPreszs the Down Arrow to ingert one row at a time once a label has been typed in the
Previous row
FPreszs the Insent key to inzert emply rows or the Delete key to delete zelected rows
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. Press the “Down” arrow on the keyboard to insert one row at a time once a label has been

typed in the previous row.
The above actions produce the “Labels" dialog box shown below.

Labels E
Observed Yariables Latent Yariables
Nome | oo | Previ
1 |REINT ] __ < Previous |
2 REPAP 2
3 RESOE MNext > I
4 REOAP
L REEAP
6 |BFINT
ri BEFPAP
8 BEFSOE Cancel I
9 BEFDAP
10 IBFEAP
Add/Rcad Variables | Add Latent Variables |
Mowve Down Move Up I Mowve Down I Mowve Up I

Press the Down Arrow to insert one row at a time once a label has been typed in the
Previous row
Press the Insert key to insert empty rows or the Delete key to delete selected rows

. Click on the “Name” push button under the “Latent Variables” string field in the “Labels”
dialog box.
. Press the “Insert” key on the keyboard to insert empty rows or the “Delete” key to delete

selected rows.
. Type the descriptive latent variable names in the same way as for the manifest variables.

The above actions produce the “Labels"” dialog box shown below.

Labels ]

Dbszerved Yariables Latent ¥ariables
Na___me | Naﬂe | P =
1 FREINT 1__|REAMB _< Provious |
2 REPAP 2 BFAMB
3 RESOE Next > |
4 REOAP
5 REEAP
5_|BEINT
ra BFPAP
g BFSOE Cancel |
b BFOAP
10 |BFEAP
Add/Read Variables | Add Latent Variables |
Move Down Move Up I Move Down Move Up I
Press the Down Arrow to ingert one row at a time once a label has been typed in the
previous row
Press the Insert key to insert empty rows or the Delete key to delete selected rows

. Click on the “Next” push button to load the “Data” dialog box below.
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Groups:
| ;Il I~ Same across groups
— Summary statiztics

Statistics from: File type: View | Hew
YT W < | [L1SREL Systom Data “] _<Previous |

I” Full matrix [~ Fortran formatted File nams: Browse =
ext >
[ | [C:ALISREL83\PEPRAH\PEPDHP | —I

Statistics included:
I™ Mean included in the data
Cancel |

— Weight Mumber of observations

I Include weight matrix 1

| ;|| Matrix to be analyzed

Weight file name Browse | | Covariances ;”
I |

. In the “Statistics form” menu filed select “Correlations”.
. In the “File Type” menu field select “LISREL System Data”.
. In the “Filename” string field, type the filename or click on the Browse button to locate the

required data file.
. Type the number of observations, “329” , in the “Number of observations” string field.
. In the “Matrix to be analysed ” menu field select “Correlations”.

The above actions produce the “Data” dialog box below.

pata &
Groups:

| L” I~ Same across groups
— Summary statiztics

Statistics from: File type: Yiew | Mew

|Eollelations ;|| |LISHEL System Data ;I] < Previous I

I” Full matrix [~ Fortran formatted File name: Browsze | e
EX
[ | [C:ALISRELS3\PEPRAH\PEP-DH | —I

Statistics included: 0K |
I™ Mean included in the data
Cancel |

— Weight Humber of observations

™ Include weight matrix 329

| LI| Matrix to be analyzed

Weight file name B | |Conelalions LI|
I |

. Click on the “OK” push button to open the “LISREL Windows Application” window.
. Click on the radio buttons next to the indicators of endogenous latent variables and other
endogenous manifest variables (y-variables) and also the radio buttons next to the eta-

variables.
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The above actions produce the window below.

Observed| v DUMNGAN HalLLER AMND POR[E] = Estirnates
RESOE T

REOAP |

REEAP x|

BFINT -

BFPAP —

BFSOE = W PEP-DHPPTH [
BFOAP ¢

BFEAP 3¢

SN C

Latent

. Right-click on “REOAP”, hold it and drag it to the screen to produce the “LISREL Windows

Application” window below.

e g
Observed| v = =] [Estimates
REINT =% PEPDHP_PTH

ul
m
m
B
T
TR EIET
l
&

o S
Fr i —T=
Reamp (sl
BFAMB 3¢
el
. Repeat the above process for the other three y-variables to produce the window below.
% %; W PEPDHP_PTH
_ x|
S -
_E'FSC'E 1 [
BFEAP | il': reear | |E D
KN i ~ e
Latent Eta
Reamb el
N
. Repeat the dragging process for the eta-variables to produce the window below.
;E:ZI:AL I_i W PEPDHP_PTH BE
RESOE - I
orree T T Jmen |5ts
el T 0.0 REAME o s
T 2
Latent Eta
x|
[ERERIENN x n,nu —.-U-DU
FTRC o
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Repeat the dragging process for the indicators of exogenous latent variables and exogenous

manifest variables (x-variables) to produce the window shown below.

Observed

!p

]

| Basic Model

=

| Estimates

I!‘I‘II_II!I!—I

4
1

I;l

m
-
&

Latent

X ||

W PEPDHP_PTH

BE=

a. oo REFPAP

0.00 REINT

0.00 RESDE

000 EFI0E

&
U

0. oo BFINT

o.oo

(i

BFPAP

EFAME

REOAP [=s0.00
[

REEALP |==0_00 s
Al®
BFE4AP |=*+0_o0
BFOAF |=s0.00
i)

Click on the unidirectional arrow push button

Click on

“REAMB” ellipse and extend the arrow to “REOAP” square to produce the

window shown below.

™,

Ohservedl v [ =] [BeasicModel =] [Estimates
EERTEE Fi W PEFDHP_PTH BE
. - =
= Pl -
[BEScERN | p— - ST
i et s RS T ol
Latent Eta
)
N o
Continue with the process of drawing the arrows until you have drawn all the required arrows
as shown in the window below
Observed | v | j| |Basxcrv10de\ j‘ |Estimates
RERipYy | | LA BE
= ; 0.00—  REPAP
REEAP . X \ / RECAP r=+0.00
BFEINTN o.00— EENT | oo 2.0
[BFPEPEN N .
BFSOE | 0.00 / - REEAP |=+0.00 al»
T “L'ﬁ 0.00— BESOE | —o. oo "FD'DD
\ AR
Latent |Eta \5-00 o oo |-
& /U.UD - o.o0
BEEMBIN | 0.00—| BFSOE | BEEAP =0 00
—0. 00 4-”°-°°
0.0y \
o.00—| BEFINT 0.00 0.00
\\ BEOAF |=+0.00
0.00— BFPAP
LA |
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To run the project, you have to follow the same steps as described under Section 4.4.2.

If you did not specify the options and keywords under the OU (Output) command, they can be
specified after the drawing of the path diagram. The way to do these are described below.

. Click on the “Output” menu to load the menu box below.

Window Help
" SIMPLIS Outputs
£ LISREL Dutputs >

= Fit Indices Chrl+F

|

. Click on the “LISREL Output” option of the “Output” menu to load the dialog box below.

CD.PTH
Window Help

© SIMPLIS Outputs
E LISREL Outputs Estimations. ..

Selections. ..
= FitIndices Cil+F S
Save ..
. Click on the “Estimations” option to load the “Estimations” dialog box shown below.
— Method of Estimation
* Maximum Likelihood " Generalized Least 5quares
" Two-stage Least Squares ¢ Unweighted Least Squares
 Instrument ¥ariables " Generally Weighted Least Squares
" Diagonally Weighted Least 5quares
— Estimate options
[ Ridge Dption Significance Level l:l ﬂl
Ridge Constant ™ Compute Starting Yalues Default |
[~ Automatic Model Modification [~ Check Scales for Latent ¥ariables Mext |
— Control options Help |
Maximum CPU Time [seconds [hint: 480 hours])
M aximum Mumber of Iterations |250
Convergence Criterior 0.00000100
¥ Check Admissibility to Iterations
. Select the method of estimation by checking the radio button for the appropriate method.
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Click on the “OK” push button to reopen the graphics window below.

Observed| Y | j| |BasicMDde\ j‘ |Estimates

I_; W PEPDHP.PTH EE
_ I-_ 4
_ & 0.00— REPAP '}
_ & REQAP r=+0.00
/ J—
BEINTIN | o.00— EENT | . oo 0.00 =N
| SN /
_ 0.00 REELP |=0.00
- - I
r ler 0.00— RESOE d_u_ofo.oo
Eta \g.oo \ A&
X /0 0 g-p0 0.00
BFEMERN x| 0.00— BESOE o oowt BFEAR =0 00
0.0 j EFAME |7~
/D.U \\
0.00— BEINT 0.00 0.00
SN BRIAP 0.0
0.00—| BFR&P
0 of

Click on the “Output” menu to load the menu box below.

CD.PTH

Window Help
SIMPLIS Outputs
LISREL Outputs 3

= Fit Indices Chrl+F

|

Click on the “LISREL Output” option of the “Output” menu to load the dialog box below.

CD.PTH
Window Help

SIMPLIS Outputs

LISREL Outputs Eztimations. ..
Selections...
= Fit Indices Chrl+F elechons
Save ...

Click on the “Selections” option to load the “Selections” dialog box shown below.

Selections B3 I

 Selected Printout |
I Cormrelation Matrix of Parameter Estimators

I Residuals Standardized Residuals.
Q-plot and Fitted Cowvarnance

™ Total Effects and Indirect Effects
I Factor-scores Regression

™ Standardized 5olution

I Completely Standardized S olution
I Technical Dutput

I Miscellaneous Results [see Sec 1_11]

I Excluding Modification Indices
™ Print ANl

Humber of Decimals [0-8]) in the Printed Output
~ Inwvoke Path Diagram I wide Print
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. Select the required options of the “Selected Printout™ by checking the check box for the
appropriate option.

. Click on the “OK” push button to reopen the graphics window below.
OhSBNedl Y | j| |Elasu:MDde\ j‘ |E5t|mates |
REPAP Ei W PEPDHP_PTH HE
- [ i e
_F . \\'_3"'33 ; i el S
_ = 0_oo 000 -*D.DD = D
T zll— n,nm.-RESIJE —0.00 " .REM’B -
Latent Eta \Q{DD o no n,llnu AR
B x| oo | e | ,'
AT e
BFOAFP [=-0.00
I of
If the SIMPLIS output is required follow the following steps.
. Click on the “Output” menu to load the menu box below.
CD.PTH
Window Help
I SIMPLIS Outputs
: LISREL Outputs 3
= Fit Indices Clrl+F t
. Click on the “SIMPLIS Output” option of the “Output” menu to load the dialog box below.
SIMPLIS Dutputs ]

Method of Estimation

" Generalized Least Squares

" Two-stage Least Squares  (~ Generally Weighted Least Squares

 Instrument Variables  Diagonally Weighted Least Squares

" Unweighted Least Squares

¥ Set Check Admiszibility to Iterations
M aximum Humber of Iterations Cancel |
Humber of Decimals [0-8] in the Output Default |
[ Print Residuals [ Wide Print Help |

[ Save Sigma (fitted matrix] | sic | I Select LISREL Dutputs

[" Crossvalidate File |.cvl | ¥ Invoke Path Diagram
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. Select the required options and keywords and fill in the appropriate numbers in the string

field.

. Click on the “OK” push button to accept the changes and to reopen the window with the path

diagram as described above.

The steps below would enable you to build either the LISREL syntax or the SIMPLIS syntax from

the path diagram drawn prior to running of the analysis.
To obtain the LISREL syntax do the following:

. Click on the “Setup” option to load the menu box below.

indows Application - PEPL

Draw  Yiew Image 0O

Title and Comments ...
Groups...

Wariables..

Data...

Build LISREL Spntax  F4

Build SIMPLIS Synt=x  F2

4 £ 10 3 &z 1 = & 7 8 5

MO Mx=5 Ni=4 NE=zZ LYT=FIO_FI
LE

LEAME EFALME

FOL LY(Z_ 1) LYL(E . Z) BEL(1l_Z1

® PEFDHF.LPJ Bil= E3

TI 'DUNCAN, HALLEER AND PORTES' APPLICATION
DA MI=10 MNO=32Z3 NG=1 MA=CHM

REINT REPAP REZS0E REOAP REEAP EFINT EFPAFP EFS0E EF0OAP EFEAP

La
CH
1.00
o.15 1.00
.2z 0.0&5 1.00
0O.41 0O_Z1 0.2z 1.00
0,40 O_27 0.41 0O_&3 1_00
0.34 008 0.22 0O_.30 0_.2% 1.
0.10 0.1z 0,02 0.0 0_.07 0O,
0O.19 0.0z 0.7 0.9 0_.z4 0O
O.26 0,058 0_25 0.4z 0_.33 0O
E_ZS 0.11 0.31 0_.33 0_.37 0.
E

Select the “Build LISREL Syntax” option of the “Setup” menu to open the window below.

-

oo

Z1 1.00 —I
20 0.04 1.00

E0 O.Z0 0O.3&5 1.00

£Z2 0O.258 0.41 0O.6&4 1.00

BE=FU,FI GA=FU,FI PH=S3Y,FR PS=DI,FER TE=DI,F

EBE(Z.1) GA(l_1) GA(L.Z) GAC(L, =) GAl. d) EiiLl
YA
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To obtain the SIMPLIS syntax do the following:

. Click on the “Setup" option to load the menu box below.

indows Application - PEPL

Draw  Yiew Ilmage 0O

Title and Comments ...
Groups...

Wariables..

Data...

Build LISREL Syntax  F4

Build SIMPLIS Synt=x  F2

. Select the “Build SIMPLS Syntax” option of the "Setup” menu to open the window below.

E LISFIEL Windows Application - [PEFDHFP_SPJ]
- File Edit Setup Dutput Options: ‘wWindow Help =]

D||3|-|-| %|Eh| ] = | |_

TI !DUNCAN, HALLER AND FORTES' AFPLICATION =
Obserwved Variables _I
DEINT REPAP RES0OE REOAP REEAT EFINT EFPAP EFS0E EFOAP EFEAD
Correlation Matrix
1.00
o.18 1.00
0.2 0.0E5 1.00
0.41 0.2z1 0.3 1.00
0.40 0.27 0.41 O.63 1.00
0.34 0.08 0.23 0.30 0.2% 1.00 -
| »
Observed Latent Groups | L|| ;I
REINT REAMB
REPAF BFAME From Set Path 4 = =
R | ==L
REODAP " I I | =
REEAP To I S5et Yarnance I ri 8 b |
EE::'NAL Free I Set Covariance I 4 I 5 I [ | = |
gFggE Fix I Set Error Yariance I 1 I 2 I 3 | [ | <1
BFEAP
E qual I Set Emmor Covaliancel L1} I - | 1 | LI

4.4.5 RUNNING LISREL 8.30

With the LISREL or SIMPLIS syntax file prepared as illustrated earlier, LISREL 8.30 can be run by

clicking on the run push button shown below.

If there are no syntax errors in the input file the program will run and the message
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Run -]

Running the LISREL program. pleaze wait ___

will appear on the screen until the program terminates.
The Output will be saved in a file “filename.out”, where “filename” denotes the name of the input
file.

4.4.6 THE LISREL OUTPUT FILE

(1) (1) DATE: 11/ 22/ 2000

(11) TIME: 14:35
(2) (1) LI SREL 8.30
BY

(I'l') Karl G Joéreskog & Dag Sorbom

(3) This programis published exclusively by
Scientific Software International, Inc.
7383 N. Lincoln Avenue, Suite 100
Chicago, IL 60712-1704, U S A
Phone: (800)247-6113, (847)675-0720, Fax: (847)675-2140
Copyright by Scientific Software International, Inc., 1981-99
Use of this programis subject to the terns specified in the
Uni versal Copyright Conventi on.
Website: www. ssicentral.com

(4) The following lines were read fromfile C\LI SREL83\ KWAAPRAH\ PEPDHP. LPJ:

(5) TI The Duncan Haller and Portes' Application
DA NI =10 NO=329 NG=1 NMA=KM
LA
REI NT REPAP RESOE RECAP REEAP BFI NT BFPAP BFSCE BFOAP BFEAP
KM FI =C: \ LI SREL83\ KWAAPRAH\ PEPDHP. COR SY
SE
45910123678/
MO NX=6 NY=4 NE=2 LY=FU, FI BE=FU, FI GA=FU, FI PH=SY, FR PS=DI, FR TE=DI, FR
LE
REAVB BFAMB
FR LY(3,2) LY(1,1) BE(1,2) BE(2,1) GA(1,1) GA(1,2) GA(L,3) GA(L,6) GA(2,3)
FR GA(2,4) GA(2,5) GA(2,6)
VA 1.000 LY(2,1) LY(4,?2)
PD
QU ME=ML SL=0 PC RS FS SS SC SE VA MR PT ND=3 | T=250
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(6) TI The Duncan Haller and Portes' Application

(7) (1) Nunber of Input Variables 10
(rn) Nunber of Y - Variables 4
(I'11) Nunber of X - Variables 6
(1V) Nurmber of ETA - Vari abl es 2
(V) Nunber of KSI Vari abl es 6
(V1) Nunber of Observations 329

Tl The Duncan Haller and Portes' Application

(8)

RECAP REEAP BFCAP BFEAP
RECAP 1. 000
REEAP 0.625 1. 000
BFCAP 0.422 0. 328 1. 000
BFEAP 0. 327 0. 367 0. 640 1. 000
REI NT 0.411 0. 404 0. 260 0. 290
REPAP 0.214 0.274 0. 084 0.112
RESCE 0. 324 0. 405 0. 279 0. 305
BFI NT 0. 300 0. 286 0. 501 0.519
BFPAP 0.076 0. 070 0. 199 0.278
BFSCE 0. 293 0.241 0. 361 0.411
RESCE BFI NT BFPAP BFSCE

RESCE 1. 000
BFI NT 0. 230 1. 000
BFPAP 0. 093 0. 209 1. 000
BFSCE 0.271 0. 295 0. 044 1. 000

Tl The Duncan Hall er and Portes' Application

(9) (1) LAwWVBDA-Y
REAVB BFAMB
RECAP 1 0
REEAP 0 0
BFCAP 0 2
BFEAP 0 0
(1) BETA
REAVB BFAMB
REAVB 0 3
BFAMVB 4 0
(rrr)y  cawa
REI NT REPAP RESCE BFI NT

REAMVB 5 6 7 0
BFAMB 0 0 9 10
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184
222
336
102
186

cooocor

1. 000
0. 049
0.078
0. 115
0. 019



(rv) PH

REI NT REPAP RESOE BFI NT BFPAP BFSOE
REI NT 13
REPAP 14 15
RESCE 16 17 18
BFI NT 19 20 21 22
BFPAP 23 24 25 26 27
BFSOE 28 29 30 31 32 33
(V) PSI

Note: This matrix is diagonal
REAMB BFAMB
34 35

(VI) THETA-EPS
REOAP REEAP BFOAP BFEAP

Tl The Duncan Haller and Portes' Application

(10) Nunber of Iterations = 6

(11) (1) LAVBDA-Y

REAVB BFAVB
REOAP 0. 943 - -
(0. 080)
11.817
REEAP 1. 000 - -
BFOAP - - 0.938
(0.071)
13. 146
BFEAP - - 1. 000
(1) BETA
REAVB BFAVB
REAVB - - 0.172
(0. 086)
1. 995
BFAVB 0.191 - -
(0. 081)
2.365

156



(111) GAavA

REAMVB

BFAMVB

(12)

REAMVB
BFAVB
REI NT
REPAP
RESOE
BFI NT
BFPAP
BFSOE

(13) PH

REI NT

REPAP

RESOE

BFI NT

BFPAP

BFSOE

REI NT REPAP RESOE BFI NT
0. 270 0.174 0. 236 - -
(0. 044) (0.041) (0. 046)
6. 104 4.274 5.182
- - - 0.075 0. 362
(0. 047) (0.04
1. 604 8. 400
REAMB  BFAMB  REINT  REPAP  RESCE
0. 661
0.376  0.681
0.417  0.272  1.000
0.254  0.101  0.184  1.000
0.379  0.302  0.222  0.049  1.000
0.273  0.524  0.336 0.078  0.230
0.117  0.253  0.102  0.115  0.093
0.270  0.400  0.186  0.019  0.271
REI NT REPAP RESOE BFI NT
1. 000
(0.078)
12. 806
0.184 1. 000
(0. 056) (0.078)
3.276 12. 806
0.222 0. 049 1. 000
(0. 057) (0. 055) (0.078)
3.925 0. 886 12. 806
0. 336 0.078 0. 230 1. 000
(0. 058) (0. 055) (0. 057) (0.078)
5. 761 1. 408 4. 059 12. 806
0. 102 0.115 0. 093 0. 209
(0. 056) (0. 056) (0. 055) (0. 056)
1. 840 2. 069 1. 677 3. 705
0. 186 0. 019 0.271 0.295
(0. 056) (0. 055) (0.057) (0. 058)
3.314 0. 344 4.737 5.124
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BFPAP BFSOE
- - 0. 084
(0. 050)
1. 678
0. 139 0.215
3) (0. 038) (0. 043)
3. 619 5. 067
BFINT BFPAP  BFSCE
1. 000
0.209  1.000
0.295 0.044 1.000
BFPAP BFSOE
1. 000
(0.078)
12. 806
0. 044 1. 000
(0. 055) (0.078)
0. 796 12. 806



(14) ps

Note: This matrix is diagonal.

REAVB BFAVB

0.317 0. 266

(0. 053) (0. 045)

6. 009 5. 868
(15) REAVB BFAMVB
0. 475 0.563

(16) THETA-EPS

REOAP REEAP BFOAP BFEAP
0.412 0. 338 0. 400 0. 318
(0.051)  (0.052)  (0.046) (0. 046)
8. 059 6.518 8.629 6. 892
(17) REOAP REEAP BFOAP BFEAP
0. 588 0. 662 0. 599 0. 681
(18) Goodness of Fit Statistics.
(1)
(a) Degrees of Freedom = 16

(b) MnimumFit Function Chi-Square = 26.833 (P = 0.0434)
(c) Normal Theory Wighted Least Squares Chi-Square = 26.197 (P = 0.0513)
(d) Esti mated Non-centrality Parameter (NCP) = 10.197
(e) 90 Percent Confidence Interval for NCP = (0.0 ; 28.315)

(1)
(a) M ni num Fit Function Value = 0.0818
(b) Popul ation Di screpancy Function Value (FO) = 0.0311
(c) 90 Percent Confidence Interval for FO = (0.0 ; 0.0863)
(d) Root Mean Square Error of Approxinmation (RVBEA) = 0.0441
(e) 90 Percent Confidence Interval for RVBEA = (0.0 ; 0.0735)
(f) P-value for Test of Close Fit (RVBEA < 0.05) = 0.591

(1)

(a) Expected Cross-Validation Index (ECVI) = 0.318
(b) 90 Percent Confidence Interval for ECVI = (0.287 ; 0.373)
(c) ECVI for Saturated Model = 0.335
(d) ECVI for Independence Model = 2.691
(1V)
(a) chi-square for Independence Model with 45 Degrees of Freedom = 862.637
(b) I ndependence Al C = 882. 637
(c) Model Al C = 104. 197
(d) Sat urated Al C = 110. 000
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(a)
(b)
(c)
(d)
(e)
()

(V1)

(V1)
(a)
(b)
(c)
(d)
(e)

I ndependence CAI C = 930. 597
Mbdel CAIC = 291.243
Saturated CAIC = 373.783

Norned Fit Index (NFlI) = 0.969
Non-Normed Fit Index (NNFI) = 0.963
Parsi nony Norned Fit Index (PNFl) = 0.344
Conparative Fit Index (CFl) = 0.987
Increnmental Fit Index (IFl) = 0.987

Rel ative Fit Index (RFlI) = 0.913

Critical N (CN) = 392.159
Root Mean Square Residual (RVR) = 0.0207

St andar di zed RVR = 0. 0207
Goodness of Fit Index (GFlI) = 0.984

Adj ust ed Goodness of Fit Index (AGFI) = 0.946

Par si nony Goodness of Fit Index (PG-l) = 0.351

Tl The Duncan Haller and Portes' Application

(19)

RECAP
REEAP
BFOAP
BFEAP
REI NT
REPAP
RESCE
BFI NT
BFPAP
BFSOE

RESOE
BFI NT
BFPAP
BFSOE

RECAP REEAP BFOAP BFEAP
0. 999

0. 624 0. 999

0. 332 0. 352 0. 999

0. 354 0. 376 0. 639 0. 999
0. 393 0. 417 0. 255 0.272
0. 240 0. 254 0. 094 0.101
0. 357 0. 379 0. 283 0. 302
0. 258 0.273 0. 491 0.524
0. 110 0. 117 0. 238 0. 253
0. 255 0.270 0. 375 0. 400
RESOE BFI NT BFPAP BFSOE
1. 000

0. 230 1. 000

0. 093 0. 209 1. 000

0.271 0. 295 0. 044 1. 000
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(20) (1)

REQAP
REEAP
BFOAP
BFEAP
REI NT
REPAP
RESCE
BFI NT
BFPAP
BFSCE

RESOE
BFI NT
BFPAP
BFSCE

(1)

RECAP REEAP
0. 001

0. 001 0. 001
0. 090 -0.024
-0. 027 -0.009
0. 017 -0.013
-0. 026 0. 020
-0.033 0. 026
0. 042 0. 013
-0.034 -0. 047
0. 038 -0.029
RESCE BFI NT
0. 000 - -

(a) Smallest Fitted Residual
(b) Median Fitted Residual =

(c) Largest Fitted Residual

(d) - 47

- 2| 9439764
- 0| 430954000000000000000000000
0/ 11111135011378

2| 0568

4| 2
6|
8| 0

(21) (1)

RECAP
REEAP
BFOAP
BFEAP
REI NT
REPAP
RESCE
BFI NT
BFPAP
BFSOE

RESOE
BFI NT
BFPAP
BFSCE

REQAP REEAP
0. 464
0. 464 0. 464
3. 196 -0.951
-1.092 -0. 397
0. 916 -0.882
-1.054 1. 057
-1.630 1.630
1.351 0. 443
-0.799 -1.141
1.595 -1.595
RESCE BFI NT

BFOAP

. 464
. 464
. 132
. 256
. 176

0. 639

. 567
. 690

(I'1)(a) smallest Standardized Residual
Medi an Standardi zed Residual =
Largest Standardi zed Resi dual

(b)
(c)
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BFPAP

BFEAP

REI NT

0. 000
0. 000
0. 000

REPAP



—®w3-o0z

WO TS CcO

(d)

(e)

- 1| 666
1] 1110
- 0] 987
- 0| 4432000000000000000000000
0| 1234
0| 5555556679
1] 134
1| 66
2|
2|
3| 2

Resi dual for BFOAP and RECAP 3.196

St andar di zed Resi dual s
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Tl The Duncan Hall er and Portes' Application
(23) ETA
REOCAP REEAP  BFOAP BFEAP  REINT
REAMB 0. 278 0.359 0.039 0.052 0.101
BFAMB 0. 038 0.049 0.260 0.349 -0.002 -
ETA
RESCE BFI NT BFPAP BFSOE
REAMB 0.086 -0.009 -0. 003 0. 026
BFAMB 0.029 0. 147 0. 056 0. 087
Tl The Duncan Haller and Portes' Application
(24)
(1) LAVBDA-Y
REAMB BFAMB
REQAP 0.767 - -
REEAP 0.813 - -
BFOAP - - 0.774
BFEAP - - 0. 825
(I'1) BETA
REAMB BFAMB
REAMB - - 0.174
BFAMB 0.189 - -
(rrr) cama
REI NT REPAP RESCE BFI NT
REAMB 0. 333 0.214 0. 290 - -
BFAMB - - - - 0.091 0. 438
(1V)
REAMB BFAMB REI NT REPAP
REAMB 1. 000
BFAMB 0. 560 1. 000
REI NT 0.513 0. 330 1. 000
REPAP 0. 312 0.122 0.184 1. 000
RESCE 0. 466 0. 366 0.222 0. 049
BFI NT 0. 336 0. 635 0. 336 0.078
BFPAP 0.144 0. 307 0.102 0. 115
BFSOE 0. 333 0. 485 0.186 0. 019
BFPAP BFSOE
BFPAP 1. 000
BFSOE 0. 044 1. 000
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1. 000
0. 230
0. 093
0.271

1. 000
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(V)

PSI

Not e:
REAMB
0. 479
(V1)
REI NT
REAMB 0. 344
BFAMB 0. 065

Tl The Duncan Hal l er

(25)
(1) LAVBDA-Y
REAVB
REOAP 0. 767
REEAP 0.814
BFOAP - -
BFEAP - -
(1) BETA
REAVB
REAVB - -
BFAVB 0.189
(1) cama
REI NT
REAVB 0.333
BFAVB - -
(1V)
REAVB
REAMB  1.000
BFAMB 0. 560
REINT  0.513
REPAP 0. 312
RESCE 0. 466
BFINT  0.336
BFPAP 0. 144
BFSCE 0. 333

This matrix is diagonal
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BFAMB
0.391
REPAP RESCE BFI NT
0.221 0. 316 0.079
0.042 0. 150 0. 453
and Portes' Application
BFAMB
0.774
0. 825
BFAMB
0.174
REPAP RESCE BFI NT
0.214 0. 290 -

- - 0.091 0. 438
BFAMB  REI NT REPAP  RESOCE
1. 000
0.330 1.000
0.122 0.184 1. 000
0.366 0.222 0. 049 1. 000
0.635 0.336 0.078 0.230
0.307 0.102 0.115 0.093
0.485 0.186 0.019 0.271

0.174

1. 000
0. 209
0. 295

BFPAP

1. 000
0. 044

BFSCE

1. 000



(V) Psi

Note: This matrix is diagonal.
REAMB BFAMB

(VI) THETA-EPS
REOAP REEAP  BFOAP  BFEAP

0.412 0. 338 0.401 0. 319

(VI 1)
REI NT REPAP RESCE BFI NT BFPAP
REAMB 0. 344 0.221 0. 316 0.079 0. 030
BFAMB 0. 065 0.042 0. 150 0. 453 0.174

(26) The Probl em used 27712 Bytes (= 0.0% of Avail abl e Wrkspace)

(27) Ti me used: 0. 879 Seconds

ENTRIES OF THE LISREL OUTPUT FILE

1) Q) Date on which the analysis was performed.
(I1)  Time at which the analysis was performed.

@ Name and the version of the program.

(1 The authors of the program.

3) The details of the company which handles the sales and distribution of LISREL 8.30.

4) The complete path and filename of the file containing the data to be analyzed.

(5) Reproduction of the LISREL input file used for the analysis.

(6) Repeat of the Title Statement (This appears first on each new page).

@) Row (1) The number of input variables.
Row (1) The number of endogenous manifest variables.
Row (111) The number of exogenous manifest variables.

Row (1V) The number of endogenous latent variables.
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Row (V) The number of exogenous latent variables.

Row (V1) The number of observations or cases.

Correlation matrix to be analyzed.

(9) Parameter Specifications.

Specifications of the order in which the elements of the Lambda-Y matrix are
specified.

Specifications of the order in which the elements of the Beta matrix are specified.
Specifications of the order in which the elements of the Gamma matrix are specified.
Specifications of the order in which the elements of the Phi matrix are specified.
Specifications of the order in which the elements of the Psi matrix are specified.
Specifications of the order in which the elements of the Theta-Eps matrix are

specified.

Number of iterations the program went through before reaching a local minimum.
LISREL Estimates (Maximum Likelihood).

The estimated values, standard error estimates and t-test statistic values for the
unknown elements of the Lambda-Y matrix.

The estimated values, standard error estimates and t-test statistic values for the
unknown elements of the Beta matrix.

The estimated values, standard error estimates and t-test statistic values for the

unknown elements of the Gamma matrix.

The estimated values of the Covariance Matrix between the ETA and KSI-variables.

The estimated values, standard error estimates and t-test statistic values for the unknown

elements of the PHI matrix.

The estimated values, standard error estimates and t-test statistic values for the unknown

elements of the PSI matrix.

The Squared Multiple Correlations for the Structural Equations.

The estimated values, standard error estimates and t-test statistic values for the unknown

elements of the THETA-EPS matrix.

® M
()]
(11)
(11)
(V)
V)
(V1)

(10)

(11)
(M
(1)
(11)

(12)

(13)

(14)

(15)

(16)

(17)

The Squared Multiple Correlations for the Y-Variables.

The squared multiple correlation for the i-th Y-variable is given by:

1— i
&l
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(18)
)

where @“ is the estimated error variance and @, is the estimated total variance of the i-th

Y-variable.

Goodness of Fit Statistics.

(@)

(b)

(©

Degrees of Freedom, d, is given by:
1
=—k(k +1) -t
5 (k +1)

where k being the number of observed variables analyzed and t the number of free

parameters.

Minimum Fit Function Chi-square value, is obtained from

=P . o

which is approximately distributed as x> with d degrees of freedom, where n=N-1, F
is the fit function, S is the sample covariance matrix , Z (Q) the population covariance
matrix and 6 is the vector of the t parameters in the statistical model.

Normal Theory Weighted Least Squares Chi-Square test statistic value, given by
X\?VLS = (N _1)F%Ls
where Fj ¢ is the minimum value for F, ¢ with

Fus = (S-0)W™(S -0)

where § = (511,521,322,531,...,skk) is a vector of the elements in the lower half including

the diagonal, of the covariance matrix S,

U_' = (011!021’022’031""’Ukk)

is the vector of corresponding elements of Z(@) reproduced from the model

parameter vector 6 and

WU s a typical element of the positive definite matrix W™. W is a consistent

estimate of the asymptotic covariance matrix of the sample variances and covariances.
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(d)  Estimated Non-centrality Parameter (NCP), is given by (Browne and Cudeck, 1993):
NCP=X'= max(c-d,0)
() 90% confidence interval for the NCP is obtained by solving for ﬂ and JQU from the
equations below:
G(c\A,,d)=095 and G(c\A,,d)=005
where G(x\A,d) is the distribution function of the non-central chi-square distribution

with non-centrality parameter A and d degrees of freedom.

(1)

(@) The Minimal Discrepancy Function Value

This is the minimal value of the discrepancy function F(S, Z ),

where S is the sample covariance matrix, 8 contains the unknown parameters of the
Structural Equation Model and Z(Q) is the structural model for the population

covariance matrix Z )

(b)  The Estimated Population Discrepancy Function Value, F% is given by (McDonald,
1989; Browne and Cudeck, 1993):
k= Max{E —(d/n),(}
where FJis the minimum value of the fit function.
()  The 90% confidence interval for F% is calculated as:

th 4B

on np

(d) The Root Mean Square Error of Approximation (RMSEA) value. It is obtained by
(Browne & Cudeck, 1993):

e=
d

()  The 90% confidence interval for the RMSEA value is calculated as:
3/ BB
nd "VndH
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() The p-value for a lower tail test for close fit is calculated as (Browne & Cudeck,
1993):
p=1-G(c\0.0025nd,d)

()
(@) The Expected Cross Validation Index (ECVI) is given as (Browne & Cudeck, 1989):

ECVI:£+2%§.
n

(b)  The 90% confidence interval for the ECVI is computed a:

Eﬂ+s+t;};}u +s +t%
o n n U

(© The ECVI value for Saturated Model. This is when the ECVI value is calculated with
no structure imposed on Z .

(d) The ECVI value for the Independence Model.

(V)
(@) The Independence model chi-square is given by

Independence model x2 = NF.

where |i-|] denotes the minimal discrepancy function value for the independence
model and N denotes the number of cases.
(b)  The Independent Akaike’s Information Criterion (AIC) is given by
Independence AIC = Independence model x* - 2d,
where d, denotes the degrees of freedom of the independence model.
(©) The model Akaike’s Information Criterion (AIC) is given by (Akaike, 1974, 1987):
Model AIC = c-2t
(d)  The Saturated AIC is given by
Saturated AIC = k(k+1)
(e The Independence Cross-validated Akaike’s Information Criterion (CAIC) is given
by (Bozdogan,1987):
Independence CAIC = Independence model x? - (In N + 1)d;
()] The model Cross-validated Akaike Information Criterion (CAIC) is given by
(Bozdogan,1987):
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Model CAIC = ¢ + (1+InN)t.
(9) The Saturated CAIC is given by
Saturated CAIC = (InN +1)[ k(k+1)]

(V)
(@) The Bentler-Bonett Normed Fit Index is computed from (Bentler and Bonett, 1980):
3
NFl=1-—=
7
(b)  The Non-Normed Fit Index (NNFI) is computed as (Bentler & Bonett, 1980):
-
NNFIl = ———
-1
la

where = %ﬂ and =

(©) The Parsimony Fit Index (PNFI) is computed as (James, Mulaik, and Brett, 1982):

Od [0 FED
PNFI = —T1 -]
0,0 FEO

where d the degrees of freedom for the estimated model.
(d)  The Comparative Fit Index (CFI) is computed as (Bentler, 1990):
CFl =1- —E

t
where fEmax(nfl-d, 0) and )= max(nP,S— d,,nF-d ,O)
(e The Incremental Fit Index (IFI) is computed as (Bollen, 1986, 1989a,b):

i) - nF
nF@—d

()  The Relative Fit Index (RFI) is computed as (Bollen, 1986, 1989a,b):

f-¥
fr

(V1) The Critical N (CN) value is computed as (Hoelter, 1983):

IFl =

RFI =

2
CN= XE +1

where x:_, isthe 100(1-a )th percentile of the chi-square distribution with d

degrees of freedom.
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The Root Mean Square Residual(RMR) is computed from (Bentler, 1995)

RMR = \/ﬁi _-1%u 'g”@gﬁ

1=1 ]
The Standardized Root Mean Squared Residual(SRMR) is computed as
(Bentler, 1995)

P ﬁD
SRMR = \/k(k2+1) Z Z %q ~ Gj %%l SiSji E%

The Goodness of Fit Index (GFI) is computed as (Joreskog and Sérbom, 1989):

F|S,
GFl=1- 2 ((5)
FIS.y (0)
The Adjusted Goodness of Fit Index (AGFI) is given by (Joreskog and Sérbom,

k(k +1
1989): AGFI=1- %(1-@%

The Parsimony Normed Fit Index (PGFI) is computed as (Mulaik, et al; 1989):

PGFI = %(k +1) GFI

The fitted Covariance Matrix. This is the covariance matrix calculated from the
model by using the final parameters estimated as the parameter values of the model.

The fitted residuals. This is the matrix of the difference between the sample
covariance matrix (the sample moment matrix) and the fitted covariance matrix.

The summary statistics for the fitted residuals.

Smallest Fitted Residual.

Median Fitted Residual.

Largest Fitted Residual.

The steam-and-leaf plot of the fitted residuals.

Standardized Residuals. These are fitted residuals divided by the largest sample
standard error of the residuals.

Summary statistics for standardized residuals.
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(b)
(©)
(d)
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(22)

(23)

(24)

)
(1)
()
(V)
V)
(V1)

(25)

(N
Q)
(1)
(V)
(V)
(V1)
(V1I)
(26)
(27)

Smallest standardized residual.

Medium standardized residual.

Largest standardized residual.

The stem-and-leaf plot of the standardized residuals.

The largest positive standardized residuals.

Q-plot of standardized residuals.

Factor Scores Regressions.
These are estimates of the measurement strengths of the manifest variables as

measurements of the two latent variables.

Standardized solution. The parameters are estimated with the condition that the latent
variables are scaled to have standard deviations equal to unity.

The standardized estimates of the elements of the Lambda-Y matrix.

The standardized estimates of the elements of the Beta matrix.

The standardized estimates of the elements of the Gamma matrix.

Correlation matrix of exogenous manifest variables.

The estimates of the elements of the Psi.

Regression matrix Eta on X (standardized).

Complete standardized solutions. The parameters are estimated with the condition
that the observed as well as the latent variables are standardized.

The completely standardized estimates of the elements of the Lambda-Y matrix.
The completely standardized estimates of the elements of the Beta matrix.

The completely standardized estimates of the elements of the Gamma matrix.
Correlation matrix of Eta and Ksi variables.

The completely standardized estimates of the elements of the Psi matrix.

The completely standardized estimates of the elements of the theta Eps matrix.
Regression matrix of eta on X (standardized)

The disk space taken by the entire problem.

Time, in seconds, used by the program to perform the analysis.

171



CHAPTERS
MX

5.1 HISTORICAL BACKGROUND

The acronym Mx stands for MatriX algebra interpreter. Michael C. Neal developed the first version
of Mx in 1991. The development of Mx was greatly influenced by LISREL (JOoreskog & S6rbom
1981-1999). The first version was improved upon in 1994. MXx is a combination of a matrix algebra
interpreter and a numerical optimizer. It enables exploration of matrix algebra through a variety of
operations and functions. There are many built-in functions to enable Structural Equation Modeling
and other types of statistical modeling of data. It offers the fitting functions found in commercial
software such as LISREL, LISCOMP, EQS, SEPATH, AMOS and CALLIS, including facilities for
maximum likelihood estimation of parameters from missing data structure, under normal theory.
Complex ‘nonstandard’” models are easy to specify. For further general applicability, it allows the
users to define their own fit functions, and optimization may be performed subject to linear and

nonlinear equality or boundary constraints.

There have been other improvements upon the 1994 version. The latest version was released in
1999. The 1999 version has many additional new features. One of the new features is the path
diagram drawing software, RAMPATH. This new feature allows the user to generate the Mx script
by simply drawing the path diagram of the model to be fitted to the data. This has made Mx user-
friendlier, especially, to those who find it difficult to write the Mx script in the matrix language.

Mx is available free of charge from the internet at http:/griffin.vcu.edu/mx/. With a suitable browser,

you can obtain the program, documentation and examples, send comments, see the latest version

available for your platform, and so on.
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5.2 THE Mx INPUT SCRIPT FILE

There are two ways of fitting a structural model to data with Mx. These are:

1)

2)

To prepare an Mx Input Script File by using the appropriate Mx commands. The Mx Input
Script File is a text file and can be prepared with any text editor of one’s choice and should
have the extension *“.mx”.

To use the path diagram drawing software, RAMPATH to draw the path diagram of the
model to be fitted to the data. The path diagram can be saved as a graphics file with

extension “.mxd”. An Mx Input Script file may then be generated from the graphics file.

GENERAL RULES FOR PREPARING Mx INPUT SCRIPT FILES.

At the beginning of an Mx script, you have to specify how many groups there are with a
#Ngroup statement.

Input files should be prepared with the text editor of your choice. If you use a word processor
(such as Word Perfect or MS Word) the input file should be saved in DOS text (ASCII)
format.

The Title line is required.

The Matrices line is required and starts the declaration of matrices that will be used in the
covariance statement.

The keyword Specify is used to put free parameters into matrices. All the usable elements of
the matrix are listed (i.e. only the lower triangle for symmetric matrices, or only the diagonal
elements for diagonal matrices)

A zero indicates that the element of the matrix is fixed, and a positive integer indicates that it
is free. Different positive integers represent different free parameters, i.e. if we wish to have
parameter 1 and 2 set equal, we would replace the 2 with a 1.

The fixed values of 1 for the variances of the latent variables are given with a Value
statement.

Start 0.5 all sets all the free parameters to 0.5 as an initial guess of the parameter estimates.
You may put comments anywhere in your input file by using the character “!” to preceed the
comment.

Lines in Mx script may be up to 1200 characters long on most systems. The Mx command

processor ignores anything after column 1200.
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. Mx ignores blank lines.

. The processor is also entirely insensitive to case, except for filenames under UNIX.

. Unless explicitly stated otherwise, the first two letters of a keyword used in Mx script are
sufficient to identify it. Keywords are separated by one or more blank spaces. Once the
program has identify a keyword you can extend it to anything you like as long as it does not
have a blank character in it, so Data and Data_for_all have the same effect.

. Quite often, a keyword has the format KEY= n where n is a numeric value to be input. This is
called a parameter. Mx ignores all (including blanks) non-numeric characters found between
recognition of a parameter and reading a number, so that “NI =100” and “Ninput_vars are
equal to 100” have the same effect.

The exception to this rule is when it encounters a #define’d variable, which it will accept
instead of a number.

. The syntax described for commands follows these conventions:
» alternatives are represented by /
» optional parameters or keywords are enclosed by {and}
» items to be substituted according to the specific application are enclosed by <and>

5.2.1 PREPARING AN Mx INPUT SCRIPT FILE

An Mx input script file consists of three sections, namely: Specify the Data, Specify the Model and
Specify Options.

Details of each part are discussed below. The paragraphs, which may be omitted without causing any

problems, are indicated as (Optional).

(a) SPECIFY THE DATA
The following information are provided under this section.
Q) #NGroup Sentence
Purpose
To specify the Number of Group(s) there are in the Mx input script file. In a multi-
group job, the number for that group must be indicated first before any information is
provided for the group.
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(i)

(i)

(iv)

Syntax

#Ngroup k

where k is an integer.

Example

For the model depicted in Figure 1.2, there is only one group in the script file. This is
specified as follows:

#Ngroup 1

Title Sentence (Optional)

Purpose

To provide a description for the analysis to be performed.

Syntax

TITLE: “Title”

where “Title” denotes the title as specified by the user.

Example

For the model depicted in Figure 1.2, we may have a title paragraph as follows:

Title The Duncan Haller and Portes’ Application

Data Sentence

Purpose

To provide the following information: Number of observations, Number of input
variables and the number of group(s) (if the number of groups is not specified
already).

Syntax

Data NObservations=n NInput_variables=p Ngroup=k

where n, p and k are integers indicating the number of observations, observed
variables and groups respectively.

Example

For the model depicted in Figure 1.2, we may have a data paragraph as follows:

Data NObservation =329 NInput_variables=10 Ngroup=1

Matrix Sentence
Purpose

To provide the data matrix to be analyzed.
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Syntax

Matrix Type

[Matrix]

where "Matrix Type may be any of the following:

CMatrix Covariance Matrix

KMatrix Polyserial Correlation Matrix

PMatrix Polychoric correlation Matrix

RE REctangular matrix of balance raw data using "." (dots) as missing
values.

VL Rectangular matrix of unbalanced raw data with Variable Length.

and [Matrix] is the array of the elements of the matrix to be analyzed if the matrix to
be anlayzed is submitted as part of the input file.

Or

Matrix File=filename

where “filename” is the filename of an external file containing the data matrix.
Example

The data used in the model depicted in Figure 1.2 is a correlation matrix. This is
included in the input script file as:

KMatrix

1.000

0.625 1.000

0.327 0.367 1.000

0.422 0.327 0.640 1.000

0.214 0.274 0.112 0.084 1.000

0.411 0.404 0.290 0.260 0.184 1.000

0.324 0.405 0.305 0.279 0.049 0.222 1.000

0.293 0.241 0.411 0.361 0.019 0.186 0.271 1.000
0.300 0.286 0.519 0.501 0.078 0.336 0.230 0.295 1.000
0.076 0.070 0.278 0.199 0.115 0.102 0.093 -0.044 0.209 1.000

(b) SPECIFY THE MODEL
The following information is provided under this section.
Q) Begin Matrices Paragraph
Purpose

To specify the name and order of the matrices to be used.
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Syntax

Begin Matrices;

<Matrix name 1> <Type 1> <r1> <c 1>
<Matrix name 2> <Type 2> <r 2> <c 2>
<Matrix name 3> <Type 3> <r3> <c 3>
<Matrix name 4> <Type 4> <r4> <c4>
End Matrices;

where “<Matrix name i>" is any of the following:

S matrix for the Symmetric paths, or double-headed arrows.
A matrix for Asymmetric paths, or single-headed arrows.
F matrix for Filtering the observed variables out of the whole set.

I Identity matrix.

“<Type i>" is either Symmetric (Symm) or Full. If the matrix type is “Symmetric”
only the lower triangle entries are provided. If the matrix type is “Full” all the entries
are to provided.

“<r i>” denotes the number of rows in the matrix and

“<c 1>” denotes the number of columns in the matrix.

Example

For the model depicted in Figure 1.2, the RAM model specification requires four

matrices which are specified as follows:

Begin Matrices;

S Symm 18 18
AFull 18 18
F Full 10 18
| lden 18 18

End Matrices;

(i) Matrix S Paragraph
Purpose

To provide the entries of the Symmetric paths of the model.
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Syntax

Matrix S

<c,r>

where c indicates the position of the observed variable in the column from which the arrow
starts and r indicates the position of the observed variable in the row at which the arrow ends.
Example

For the model depicted in Figure 1.2, the two manifest variables “REINT” and “RESOE” are

connected by a double-headed arrow as shown Figure 5.1 below.

REINT RESOE
D E—

Figure 5.1 Covariance path between REINT and RESOE.

In the list of variables “REINT” and “RESOE” are in the 6™ and 7" positions respectively.
The entry in Figure 5.1 above is specified by entering a starting value, 0.75, say in the cell at
row 7, column 6. The same approach is used for the other double-headed arrows of the
model.

The complete matrix S may be as shown below.

Matrix S

0

00

000

0000

00001

00000.751

00000.750.751
00000.750.750.751
00000.750.750.750.75 1
00000.750.750.750.750.75 1
00000000000
000000000O0O0CO
0000000000000.75
00000000000000.75
000000000000000.75
0000000000000000.75
00000000000000000.75
000000000000000000.75
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(i)  Specify S Paragraph
Purpose
To Specify the parameter numbers of matrix S, i.e. the order in which the starting values and
the fixed parameters were entered in the matrix S.
Syntax

Matrix S
<numlist>

where <numlist> is a free format list of numbers.

Example

If the entry for Figure 5.1 was the 14" value to be entered, the number 14 is entered as the
parameter number in row 7, column 6. The same approach is used for the other double-
headed arrows of the model.

The complete “Specify S” matrix may be as shown below.

Specify S

0

00

000

0000

00007

0000813

000091418
000010151922
00001116202325
00001217 21242627
00000000OOO
000000000000
0000000000001
00000000000002
0000000000000O03
0000000000000004
000000000000000O0S5
000000000000000006

Label Row S Paragraph

Purpose

To provide a list of the descriptive names for all the variables of the model, in the order in
which they appear in the Rows of matrix S.
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Syntax

Label Row S
Var 1, Var 2....

where “Var 1, Var 2, ...” are the descriptive names of all the variables of the model in the
rows of matrix S.

Example

For the model depicted in Figure 1.2, the variables in the rows of the matrix S are: REOAP
REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB
BFAMB E1 E2 E3 E4 Z1 and Z2.

These are specified as follows:

Label Row S
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP

REAMB BFAMB E1 E2 E3 E4 Z1 Z2

Label Col S Paragraph

Purpose

To provide a list of the descriptive names of all the variables of the model, in the order in
which they appear in the Columns of matrix S.

Syntax

Label Col S
Var 1, Var 2....

where “Var 1, Var 2, ...” are the descriptive names of all the variables of the model in the
columns of matrix S.

Example

for the model depicted in Figure 1.2, the variables in the columns of the matrix S are:
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
REAMB BFAMB E1 E2 E3 E4 Z1and Z2.

These are specified as follows:

Label Col S
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
REAMB BFAMB E1 E2 E3 E4 Z1 Z2
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(iv)

Matrix A Paragraph
Purpose

To Specify the entries of the Asymmetric paths or single-headed arrows of the model.

Syntax

Matrix A

<c,r>

where c indicates the position of the observed variable in the column from which the arrow
starts and r indicates the position of the observed variable in the row at which the arrow ends.
Example

For the model depicted in Figure 1.2, a single-headed arrow starts from the latent variable
REAMB and ends on the manifest variable REOAP as shown in Figure 5.2 below.

REOAP REAMB

Figure 5.2 Dependence path between REAMB and REOAP.

In the list of all the labels of the observed variables, REAMB and REOAP are in the 1% and
11" positions respectively. The entry in Figure 5.2 above is specified by entering a starting
value, 0.75, say in the cell at row 1, column 11. The same approach is used for the other
single-headed arrows of the model.

The complete matrix A may be as shown below.

Matrix A

00000000000.750100000
000000000010010000
000000000001001000
000000000000.75000100
000000000000000O0OOO
00000000000C00OOO0COQOQO
00000000000000O0OOOO
0000000000000O0OO0COQOQO
000000000000000O0OOO
0000000000000O0OO0COQOQO
00000.750.750.750.750000.75000010
0000000.750.750.750.750.750000001
000000000000000O0OOO
00000000000C00O0OO0COQOQO
000000000000000O0OOO
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00000000000C00OOO0OOQOQO
000000000000000O0OOO
00000000000C00OO0OO0COQOQO

Specify A Paragraph

Purpose

To Specify the parameter numbers of the matrix A, i.e. the order in which the starting values
and the fixed parameters were entered in the matrix A.

Syntax

Matrix A

<numlist>

where <numlist> is a free format list of numbers.

Example

If the entry for Figure 5.2 was the 28" value to be entered, the number 28 is entered as the
parameter number in rowl7, column 11. The same approach is used for the other single-
headed arrows of the model.

The complete “Specify A” matrix may be as shown below.

Specify A

0000000000280000000
000000000000000OO0OOO
00000000000C00OOO0OOQOQO
0000000000029000000
00000000000C00OO0OO0COQOQO
000000000000000O0OO
0000000000000O0OO0COQOO
000000000000000O0OO
0000000000000O0OO0COQOQO
000000000000000O0OO
00003233343500031000000
00000036373839300000000
0000000000000O0OO0COQOQO
000000000000000O0OO
00000000000C00OO0OO0COQOQO
000000000000000O0OOO
00000000000C00OO0OO0COQOQO
000000000000000O0OOO
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Label Row A Paragraph
Purpose
To provide a list of the descriptive names of all the variables of the model, in the order in

which they appear in the Rows of matrix A.

Syntax

Label Row A
Var 1, Var 2....

where “Var 1, Var 2, ...” are the descriptive names of all the variables of the model in the
rows of matrix A.

Example

For the model depicted in Figure 1.2, the variables in the rows of the matrix A are: REOAP
REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB
BFAMB E1 E2 E3 E4 Z1and Z2.

These are specified as follows:

Label Row A
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
REAMB BFAMB E1 E2 E3 E4 Z1 72

Label Col A Paragraph

Purpose

To provide a list of the descriptive names of all the variables of the model, in in the order in
which they appear the Columns of matrix A.

Syntax

Label Col A
Var 1, Var 2....

where “Var 1, Var 2, ...” are the descriptive names of all the variables of the model in the
columns of matrix A.

Example

For the model depicted in Figure 1.2, the variables in the columns of the matrix S are:
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
REAMB BFAMB E1 E2 E3 E4 Zland Z2.

These are specified as follows:

Label Col S
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
REAMB BFAMB E1 E2 E3 E4 Z1 72
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(vi)

Matrix F Paragraph

Purpose

To provide a matrix which Filters the observed variables out of the whole set of variables of
the model.

Syntax

Matrix F

<numlist>

where “<numlist>" is a free format list of the numbers “1” and “0”.

Example

For the list of the variables in the model depicted in Figure 1.2, REOAP is the first manifest
variable. The number “1” is entered in the cell with position row 1 and column 1. The
number “1” is also entered in the cell with position row 2 and column 2 to indicate the
second manifest variable REEAP. A similar procedure is carried out for the eight other
manifest variables of the model.

The complete matrix F may be as shown below.

Matrix F

100000000000000000
010000000000000000
001000000000000000
000100000000000000O0
000010000000000000
000001000000000000
000000100000000000
000000010000000000
000000001000000000
000000000100000000

Label Row F Paragraph

Purpose

To provide a list of the descriptive names of all the observed variables of the model, in the
order in which they appear in the Rows of matrix F.

Syntax

Label Row F
Var 1, Var 2....
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(©)

where “Var 1, Var 2, ...” are the descriptive names of all the observed variables of the model
in the rows of matrix F.

Example

For the model depicted in Figure 1.2, the observed variables are: REOAP REEAP BFOAP
BFEAP REPAP REINT RESOE BFSOE BFINT and BFPAP.

These are specified as follows:

Label Row F
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP.

Label Col F Paragraph

Purpose

To provide a list of the descriptive names of all the variables of the model, in the order in
which they appear in the Columns of matrix F.

Syntax

Label Col F
Var 1, Var 2....

where “Var 1, Var 2, ...” are the descriptive names of all the variables of the model in the
columns of matrix F.

Example

For the model depicted in Figure 1.2, the variables in the columns of the matrix F are:
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
REAMB BFAMB E1 E2 E3 E4 Zland Z2

These are specified as follows:

Label Col F
REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
REAMB BFAMB E1 E2 E3 E4 Z1 72

SPECIFY OPTIONS

Q) Covariance Keyword
Purpose

To specify the formula for the covariance structure.
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(d)

Syntax
Begin Algebra:
Algebra
where "Algebra” denotes the covariance structure to be used in the analysis.
Example
For the model depicted in Figure 1.2, the covariance structure used is specified in the
input script file as:
Begin Algebra:
Covariance F&((I-A)0& S);

(i) Options Sentence
Purpose
To specify options required in the output file.
Syntax
Options <options>
where “<options>" denotes any of the following:
RSidual ReSidual
nDecimal=k number of Decimals (k is an iteger-the required number of decimals)
Cl=p Confidence Intervals (equals p, i.e. p% confidence interval).
Example
For the model depicted in Figure 1.2, the options are specified as follows:
Options RSidual
Options nDecimal =3
Options C1=90
END OF GROUP Sentence
Purpose

Syntax
End;

To signify the end of the current project.

Example

For the model depicted in Figure 1.2, the end of the input script file is specified as:

End;
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5.2.2 AN Mx INPUT SCRIPT FOR THE MODEL DEPICTED IN FIGURE 1.2

A complete Mx Input Script would appear as shown below.

IMx Frontend Auto-generated Script. ver 1.0
ICreated at 15:56:11 on 29 Dec 2000 by
ISmartUser

#NGroups 1
Title The Duncan Haller and Portes Application
Data NInput=10 NObservation=329

KMatrix

1.000

0.625 1.000

0.327 0.367 1.000

0.422 0.327 0.640 1.000

0.214 0.274 0.112 0.084 1.000

0.411 0.404 0.290 0.260 0.184 1.000

0.324 0.405 0.305 0.279 0.049 0.222 1.000

0.293 0.241 0.411 0.361 0.019 0.186 0.271 1.000

0.300 0.286 0.519 0.501 0.078 0.336 0.230 0.295 1.000
0.076 0.070 0.278 0.199 0.115 0.102 0.093 -0.044 0.209 1.000

#define NumManifest 10

Begin Matrices;
S Symm 1818
A Full 1818
F Full 1018
| lden 18 18
End Matrices;

Matrix S

0

00

000

0000

00001

00000.751

00000.750.751
00000.750.750.751
00000.750.750.750.75 1
00000.750.750.750.750.75 1
00000000000
000000000000
0000000000000.75
00000000000000.75
000000000000000.75
0000000000000000.75
00000000000000000.75
000000000000000000.75

Specify S
0

00
000
0000
00007
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0000813

000091418

000010151922

00001116202325

00001217 21242627

00000000000

000000000000

0000000000001

00000000000002

000000000000003

0000000000000004

00000000000000005

00000000000000O0Q0OO0G

Label Row S

REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB BFAMB E1 E2
E3 E4 71 72

Label Col S

REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB BFAMB E1 E2
E3 E4 71 72

Matrix A

00000000000.750100000
000000000010010000
000000000001001000
000000000000.75000100
000000000000000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
00000.750.750.750.750000.75000010
0000000.750.750.750.750.750000001
000000000000000000
000000000000000000O0
000000000000000000
000000000000000000
000000000000000000
000000000000000000

Specify A
0000000000280000000
000000000000000000
000000000000000000
0000000000029000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
00003233343500031000000
00000036373839300000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
000000000000000000
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Label Row A

REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB BFAMB E1 E2
E3 E4 71 72

Label Col A

REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB BFAMB E1 E2

E3 E4 71 72

Matrix F

100000000000000000

010000000000000000

001000000000000000O0

000100000000000000

000010000000000000O0

000001000000000000

000000100000000000

000000010000000000

000000001000000000

000000000100000000

Label Row F

REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP
Label Col F

REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB BFAMB El1 E2
E3 E4 71 72

Covariance F & ((1 - A)~ & S);
Options RSidual

Options nDecimals=3

Options C1=90

End Group;

5.3 ILLUSTRATIVE EXAMPLE: THE DUNCAN, HALLER AND
PORTES’ APPLICATION

5.3.1 CREATING Mx INPUT SCRIPT FROM PATH DIAGRAM FOR THE

DUNCAN, HALLER AND PORTES" APPLICATION
The path diagram drawing software, RAMPATH may be used to generate an Mx script file
by simply drawing the path diagram of the model to be fitted to the data. The step by step
method for doing this for the Duncan, Haller and Portes’ application is outlined below.
. Double-click on the Mx icon %[ﬂ to open the window below:
20k
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Click on the “New Drawing” push button i to open the window below.

[MxPathDiagram1]

Click on the “Rectangle” push button Ii to change the cursor into a rectangle.

Click at the appropriate portion of the window to drop the rectangle to produce the window

below.
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i Mx - [MsPathDiagram] BER

IFlIe Edi Seach MiProgct Quput PathDisgram Preference Window Help J_u
JEEMJMJQ@MJME
JEPS N [ChL. [0

Flun Parse. | ToScript | Databap | Manager

]

Click on the “Default cursor” push button 'C?S;-I to stop the duplication of the rectangles.

Double-click on the default label of the manifest variable to produce a window with part

shown below.

iearch  MwProject Output  Path

¥ e[ 8| Szl B

Parse | ToScript | Dat:

Type in the required variable name to replace the default name as shown below.

aarch MeProject  Output PatkDiaar

cli-ilcel | el el B B

Parse I ToScript I DatakMa

-

L -
REOAP

o —

Click outside the rectangle to produce the window shown below.
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ch  M#Project Output PathDiagram  Preference Window Help

P ) wlolOlA -

& MxPathDiagram1 BE B
Run | Parse | ToScript | DataMapl Managerl

-

REOAP

*

4 | 4

Repeat the steps used above to draw the other nine manifest variables of the model to

produce the window shown below.

. File Edt Search MxProject Output PathDiagram  Preference  “Window

i s R N E R =B Rl@ll:ll
|

Run | Parse | ToScript | DataMapl Managerl
REFPAP

REOAP
REINT

REEAP
RESOE
BFEAP BESOE
BFINT

BFOAP
BFPAP

Click on the “Circle” push button O\ to change the cursor into a circle.

Click on the appropriate part of the window to drop the circle to produce the window below.
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# Mx - [MxPathDiagram1] BEE
EEi\e Edt Search MsProject Output PathDiagram  Preference Window Help -8 x|

1283 el 8| el B (EIE |C|TIAINNC| Slaa s ]
| [CoPS (WU [SCAL [0VF

Run | Parse | ToScript | DataMapl Managerl

REPAP fl
(g
P

RESOE

BFEAP BFSOE

BFINT

BFOAP

BFPAP

Go through the same steps as above to insert the descriptive name of the latent variable.

Follow the same steps to draw and label the other latent variable to produce the window

below:

& Mx - [MxPathDiagram1]
EEile Edit Search M=Project OQutput PathDiagram  Preference  Window

o elE o] e 2| Sl B EEE = old|
l |

Run | Parse | ToScript I DataMapl Managerl |

REPAP
REOAP 1.00

. REINT

REEAP
REAMB
RESOE

BFEAP BFSOE
BFAMB
BFINT
BFOAP
1.00
BFPAP

Click on the “Single Arrow” push button, Ij- to change the cursor to a single-headed

arrow.
Click on the latent variable, “REAMB”.

Hold the click and drag it to “REOAP” to produce a window such as the one shown below:
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1 Mx BE B
File Edit Search MsProject Output PathDiagram  Preference  Window Help

1] eR1% ¢l 2 | Sl ] B RIS ] O|CIIAI~NC) SIR 7|
[ [CAPS [WOH [SCAL [0VR

Run | Parse | ToScript | DalaMapl Manager N

REPAP
REQAP 1.00
() REINT
REEAP | o7
075 (Reams
RESOE
BFEAP BESOE
BFAMB
BFINT
BFOAP
1.00
BFPAP

4] | :J:J

By following the same steps as those used to draw the unidirectional arrow from “REAMB”

to “REOAP”, you would be able to draw all the required unidirectional arrows needed in the

diagram to produce the window below:

i Mx BE {
File Edit Search MuxProject Output PathDiagram  Preference  Window Help

B g I o e e = e == | Y ] AN R O SN N

[ CAPS T HUM | SCRL | OvE
Run | Parse | ToScript | DataMapl Managerl 2
REPAP
REOAP
REINT
REEAP
RESOE
BFEAP BFSOE
BFINT
BFOAP
BFPAP
Kl B

Click on the “Double Arrow” push button

Click on the manifest variable “REPAP”.
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. Hold the click and drag it to the manifest variable “REINT” to produce the window shown

below:

. Click on the “Default Cursor” push button to deselect the double-headed arrow.

. Click on the blue dot in the middle of the double-headed arrow.
. Hold the click.

. Drag it to the right hand side to increase the curvature of the arrow to produce the window

shown below:

. Click on the “Double Arrow” push button again.

. Follow the same steps as outlined above to draw another double-headed arrow between
“REPAP” and “RESOE”.
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Continue with the same steps to draw all the double-headed arrow of the model to produce

the window shown below:

Draw the error terms in the same way as you did for the latent variables to produce the

window below:

Click on the path from “E1” to “REOAP” to select it.
Double-click on the highlighted path to load the dialog box below:

ERENESENERENE
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. Click in the “Start Value” string field.

. Type the number “1.00” in the string field.

. Check the “Fix This Parameter” check box.

. Click on the “OK” push button to fix the parameter H2, between “E1” and “REOAP” to 1.

. Follow the same steps to fix the parameters P and S between REAMB and REOAP, and
BFAMB and BFOAP respectively, to 1.

The same steps could be used to fix or set free any of the default parameters values shown on the

path diagram.

. Click on the menu to load the file menu box shown below:

Edit Search M=Project Output  PathDiagram  Prefere
MHew
Open...
Cloze

Save
Save &g,

Print Prewiew...
Print....
Print Setup...

1 C:AProgram FilesmwRITE UPpepdhp.mexd
2 C:\Program Files'mx5PEFRAH #ZAPEPDHP. jcp
3 C:AProgram Files'm«“PEFRAH #25PEFPDHP. mx
4 C:AProgram Files'\nstWEITE UPpepdhp.mx

5 C:A\Program Files'mx«Peprab\FPEFPDHF. =

E &:\Peprahpepdhp. e

7 &:MPeprahhpepdhp. mxd

8 a\Peprahdhp.mxd

E xit Llt+Fd
. Click on the “Save As” option to load the dialog box shown below:
Save All Drawing to File HEB

Save in: Iapepfah j ﬁ r

File name: I Save I
Save as lype: I".mxd j Cancel |

" Dpen as read-only

. Type the appropriate file name, for example, “pepdhp”, say, in the “File name” string field

to produce the dialog box shown below:
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Save All Drawing to File

Save in: Ia Peprah

File name: Ipepdhp{ Save I

Save az lupe: I"_m:-:d LI Cancel |
™ Open asz read-only

Click on the “Save” push button to save the path diagram.

Click on the “To Script” push button ToScript | to load the dialog box shown
below:

Parse Drawing to Job

Job Mame:

ok, I Eancell

Type the appropriate name for the script file in the “Job Name" string field to produce the
dialog box shown below:
Job Name:
|pepdhl

ok I Eancell

Click on the “OK” push button to open the dialog box shown below:

open a script file

Save jn: IaPBDfah LI gl IE =

File name: |pepdhp Save I
Save as type: I"_mx LI Cancel |

™ Open as read-only
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Click on the “Save” push button to open the saved input script file shown in the window

below.

L Fil= Edit Search MsProject Dutput  PathDiagram  Prefersnce  ‘window Help TS|
g 5 e R il =TT = 1 s el o i o ] ) 2 (SN EEEE B
[ CAPS |NUM [SCRL | OvR

I Run I Output I Error | Diagram | Managerl

['Mx Frontend Auto-generated Script. ver 1.0 =
!Created at 22:15:38 on 8 Feb 2000 by

ISmartUser

1 Group ID 1

MxPathDiagram1

MNGroups=1

Data MInput=10 NObservation=100

|lldentity Matrix Used Here as CMatrix
CMatrix

S =
-

coocoocoo-
coocooo=
coocoo=
cooo=
coo=
o=
o=
-

T

NEEEEEEEEE]
Coocoocoooo

Type in the matrix to be analyzed or copy and paste from an external source to replace the
default identity matrix in the input script.
Type the correct number of observations to replace the default number 100 to produce the

window shown below:

i Mx - [C:\Program Files\mx\Peprah\pepdhp.mx]

L.| File Edit Search M»Project Output PathDiagram Preference  Wwindow Help _|ﬁ'|1|
g = e o [ R =1 =) =<1 e 2 oo PN R T SN SN
| CaPS |MUM [SCRL |O%R

| Run | Qutput I Error I Diagram | Managerl

|ﬂMx Frontend Auto-generated Script. ver 1.0 -
ICreated at 15:56:11 on 10 Feb 2000 by

ISmartUser

! Group ID 1

#NGroups 1

Title The Duncan Haller and Portes Application
Data Nlnput=10 NObservation=329

KMatrix

1.000

0.625 1.000

0.327 0.367 1.000

0.422 0.327 0.640 1.000

0.214 0.274 0.112 0.084 1.000

0.411 0.404 0.290 0.260 0.184 1.000

0.324 0.405 0.305 0.279 0.049 0.222 1.000

0.293 0.241 0.411 0.361 0.019 0.186 0.271 1.000
0.300 0.286 0.519 0.501 0.078 0.336 0.230 0.295 1.000
0.076 0.070 0.278 0.199 0.115 0.102 0.093 -0.044 0.209 1.000 Ad

< I i

Click on the “Preference” menu to load the preference menu box shown below:
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Preference RERTaTsl=10]]

Job Options
Host Options
I atrix Options

Pen dattributes »

Colors 3
Fonts 3
Gind Colar

Grid Size

Click on the “Job Options” option to load the dialog box shown below:

Job Option Panel ]

| Output Statistics

o HTMI % TExT | MullModel | Hone » Autm > Manual
Decimals |4 Mull ChiSq ||J Hull DF |D

width |8|j

| Power Calculation

Debug [0 dpha [0 Df [0
MpSal ID
| Confidence Interval on Fit % ISD

Ind. Likelihood File

I | Standardiz | Restar Df Adjust |U

Cancel | Help | Dptimizatinnl

Change any of the options to the desired option.

Check the “Standardized” check box to produce the dialog box shown below:

Job Option Panel B

| Output Statistics

o HTMI % TExT | MullModel | MNore » Aun > Manual
Decimals |3 Mull ChiSg ||J Mull Dt |D

Width IBD

| Power Caloulation

Debug [0 Apha [0 DI [0
NpSal |D

/| Confidence Interval on Fit % |
Ind. Likelihood File v i
I | Standardiz | Restar Df Adjust IU

0K | Cancel | Help |

Click on the “OK” push button.

Click on the “Preference” menu again to load the preference menu box.

Click on the “Matrix Options” option to load the dialog box shown below:
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Matrix Output Format B

Column Delimiters Row Delimiters, Decimals

™ Copy Caluron Labe | T Copy Row Label
# |lse Space @ |se Retu

o UseTat o User I
o Use I Decimals IB

Cancel |

. Change the “Decimal” value from “6” to “3”, say.

. Click on the “OK” push button.

The job is now ready to run.

5.3.2 RUNNING Mx

With the path diagram drawn and the Mx script generated from the path diagram, clicking on the

"Run" push button Run runs Mx.

If there are no syntax errors in the input file the program will run and the message

Wwhaiting for backend to finizh, current counter 241

will appear. The number, which appears after the "current counter", will change very rapidly till the

program terminates. When this happens, the “Results Panel” dialog box shown below will appear.

Resultz Panel |
Optimization:  Appears Ok
ML Chisqg | 27.012 [0.435, 29.430] Df 16
Probability | 0.041 Parameters | 39
AIC -4.988 [-31.565, -2 570] Statigtice | BA
RMSEA | 0.04E [0.000, 0.051) Conztraintz | 0
Help |
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. Click on the “OK” push button to open the window shown below:

¢ Mx Project Manager Window BEE
Job Group | Matrix | ToScript | Delete Undo Run
Hob Group Matrix
1:...esimxipepdhp.mx W 1: Title The Duncan Halle]| A 16x18  Full B
S sl i F 10x18  Full
Sl 18x18  Iden
SR | EHEHER R | 1818 Sym>
""""""""""" u | »
Iatrix Column|Matrix Type  |Matrix Role
Full v||Generic
3
Statistics REOQAP REEAP BFOAP
1 |REOAP 0 0 0
1| | )

In this window you will find the matrices specified in the Input Script file, the order and the type of

each matrix. The test statistic values and the parameter estimates can be viewed from the window
above by clicking on the “Statistics” or the “Value” push buttons.

5.3.3 THE Mx OUTPUT FILE

(1)** M startup successful

(2)
(1)

* %

**MX- PC 1.50** Job started on 12/29/00 at

16: 07: 53

(I'l') '™ Frontend Auto-generated Script. ver 1.0

| Created at
I Smart User

15:56:11 on 29 Dec 2000 by

(3) The following MX script lines were read for group 1

(4)
(1) #NGROUPS 1
(I'l') Note: #NG oup set
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(I'1'1) TITLE THE DUNCAN HALLER AND PORTES APPLI CATI ON

(1V) DATA NI NPUT=10 NOBSERVATI ON=329

(V)

KMVATRI X

1. 000

0.625 1.000

0.327 0.367 1.000
0.422 0.327 0.640 1
0.214 0.274 0.112 O
0.411 0.404 0.290 O
0.324 0.405 0.305 O
0.293 0.241 0.411 O
0.300 0.286 0.519 O
0.076 0.070 0.278 O

. 000
. 084
. 260
. 279
. 361
. 501
. 199

(V1) #DEFI NE NUMVANI FEST 10

) BEG N MATRI CES;
1) S SYM1 18 18
1) A FULL 18 18

cooocor

000
184
049
019
078
115

1. 000
0.222
0. 186
0. 336
0. 102

V) F FULL 10 18

V) I IDEN 18 18

VI) END MATRI CES;

(6)

(1)

MATRI X S

0

00

00O

00O0O

00001

00000.751

00000.750.751
00000.750.750.75 1
00000.750.750.750.75 1
000O00.750.750.750.750.75 1
00O0OO0O0OO0OOOOOO
0O00O0OO0O0OO0OOOOOOO
000O0O00O0OOO0OOOOGO.75
000O0O0O0OO0O0O0O0OO0OO0OOGO.75
000O0O0O0O0O0O0O0O0OOO0OOO0OOO0.75
000O0O0O0O0O0OO0O0OOOOO0OOO0O®O.75
0000O00O00O0O0O0O0O0OOOOOOO0OO0.75
000O0O0O0O0O0O0O0O0OOOOOOOOOGO.75
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1. 000
0.271
0. 230
0. 093

1. 000
0.295 1.000
-0.044 0.209 1.000
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[eNeolojooNolololoolololololoNoNe
[ecoojololoololololololololoNoNoNe)

~EFEOO0coococococoocococococoocoo0oo
”\WOOOOOOOOOOOOOOOOOO

REOCAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSOE BFINT BFPAP REAMB

RECAP REEAP BFOAP BFEAP REPAP REINT RESCE BFSCE BFINT BFPAP REAMB

od
— O
oo
oo
oo
oo
oo n o
N~
oo T}
© 000000000007000000
n o 001000000000.000000
<t oo OlOlOOOOOOOﬁOOOOOO
mooo N N o OCO0O0O0O0O0O00 . 000000
N N oo o
NOOoOOoOO o OCO0O0O0O0OO0OO0O O0O0O0OO0OO0O
o N~ 0
~ e leloNoNa! N N — NOOOOOOO .NOOOOOO
~ N N o . o .
6 © e¥eoNoNoloNoRa! 070100000050000000
NNOOOOOOOO M M 10.000000007%000000
H%MOOOOOOOO OOOOOOOOOOO.O.OOOOOO
[e)eNeoNoNoNoRoNe] & B [eNeNoNoNoNeoNoNeoNoNoNTel [eNeoNoNoNoNe]
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eNoNolololoNoNolololoNeoNoNoNe] XOOOOOOOOOOOOOOOOOO
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(V)
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~—~

N—r

0
0
0
0

OO0 OCOCoOom [oNeololoNoNe)

OCOO0OO0OO0OO0OO0COMOOOOOOo
O%OOOOOOOOQOOOOOO
0%0000000003000000
00000000005%000000
000000000037000000
OOOOOOOOOOMOOOOOOOO
00000000003%000000
000000000030000000
AOOOOOOOOOO%OOOOOOO

WOOOOOOOOOOOOOOOOOO

QOOOﬂuﬂuOOOﬂuﬂuOOOﬁuﬂuOOO
%000000000000000000
[P NeNoNoNoNoloNoloNeoNoNoNoNoNoNoNoNoNa!

0000O0O0O
000O0O
000O0O

0
0

REEAP BFCAP BFEAP REPAP REINT RESCE BFSOE BFINT  BFPAP
E2 E3 E4 Z1 2Z2

REAMB BFAMB E1

LABEL ROW A
RECAP

(1)

REEAP BFCAP BFEAP REPAP REINT RESCE BFSOE BFINT  BFPAP
BFAMB E1 E2 E3 E4 71 22

LABEL COL A
RECAP
REAMVB

(V)

(8)

LL
X

o
=

[cNeolojololNolololelNe)
[oNeolojoloNolololelNe)
[cNeolojololNolololelNo)
[eNeolojololNolololelNe)
[ecNeolojololNolololelNe)
[ecNeolojololNolololelNo)
[cNeolojololNolololelNo)
[ecNeolojoololololeNo)
[cNeolojoloNoNoNaNall
[cNeolojoloNoNoNal No)
OCO0OO0OO0OO0OO0OOH0OO
OCO0OO0OO0OO0OO0OHOOOo
OCO0OO0OO0OO0OHOOOOo
OCO0OO0OO0O-"10000O0
OCO0OO0O-10000O0O0
OO0 0O0CO0O0O0O0OO0
O 0000000 O0

~
”\Wlooooooooo

BFOAP BFEAP REPAP REINT RESOE BFSCE BFINT  BFPAP
E2 E3 E4 Z1 272

REOAP REEAP BFOAP BFEAP REPAP REINT RESOE BFSCE BFINT BFPAP
REEAP
BFAMB E1

(1)

REQAP
REANVB

LABEL ROW F
LABEL COL F

(rn)
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) COVARIANCE F & ((I - A~ & S);
1) OPTI ONS RSI DUAL

1) OPTIONS NDECI MALS=3

V) OPTIONS Cl=90

V)  OPTION NULL=472. 155, 45

(VI) END GROUP;

PARAMETER SPECI FI CATI ONS

(1) GROUP NUMBER: 1

(I'l') Title The Duncan Haller and Portes Application
(11)

MATRI X A

This is a FULL matrix of order 18 hy 18
REOAP REEAP BFOAP BFEAP REPAP REINT RESCE BFSCE  BFINT
REQAP 0
REEAP
BFOAP
BFEAP
REPAP
REI NT
RESCE
BFSCE
BFI NT
BFPAP
REAMB
BFAMB
El
E2
E3
E4
Z1
Z2

w w
OCOO0OO0OO0OO0OOOPR~RODOOOOOOOOO

ecNeooNoloolololoNolololoNoNoNoNeNe)
eceooNoloolololoNolololoNoNoNoNeoNo)
ecleoloNoloololoNoNolololoNoNoNoNeNe)
ecNeoloNololololoNoNololoNoNoNeNoNeo)

OCOOCOOO0OO0OONOOOODOCOOOOOO
OCOO0OO0OO0OO0OO0OWOOOOOOOOOoOOo

w W

cooNoNeoNoR NN NololololoNoNoNoNeoNo)
eceooNoNoNoNcJoloNolololoNoNoNoNeNo)

BFPAP  REAMB  BFA

®
=
N
w
N
=
N

RECAP
REEAP
BFOAP
BFEAP
REPAP
REI NT
RESOE
BFSOE
BFI NT
BFPAP
REANVB
BFAVB 3
El
E2
E3
E4
Z1
Z2

N
(0]

eNeoNoNoNoNolcoNoNoloNoloNoNoNeNe ol
ecNeoloNoNolololoNoNololoNoNoNeNoNeo)
cNeoloNoNooNoh JoNolololoNelcNoNoNo)
eNeooNoNolololoNoNoloNoloNoNoNeNe o), |
eNeooNoNoololoNoNoloNoloNoNeoNeNe ok,
cNeoNoNoNoololoNoNoloNoloNoNoNeNe oy )
eNeooNoNoololoNoNoloNoloNoNoNeNe oy
eNeooNoNoololoNoNoloNoloNoNeNeNe ol N
eNeooNoNoololoNoNoloNoloNoNeNeNeRol N
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(12)

MATRI X F

This is a FULL matrix of order 10 by 18
It has no free paraneters specified

(13)
MATRI X |
This is an IDENTITY matrix of order 18 by 18

(14)
MATRI X S
This is a SYMVETRIC matri x of order 18 by 18

REOAP  REEAP BFOAP BFEAP REPAP REINT RESCE BFSCE  BFINT

REOCAP 0
REEAP
BFOAP
BFEAP
REPAP
REI NT
RESOE
BFSOE
BFI NT
BFPAP
REAMB
BFAMB
El
E2
E3
E4
Z1
Z2

13
14 18
10 15 19 22
11 16 20 23 25
12 21

© 00~

ecNeoNololololoNoNoloNoloNoNoNeNoNeo)

cNeoNololololoNoNolololoNoNoNeNe o)

cNoNololoNoloNoNololNoNoNoNoNeNe]

cNeoNoNoNololoNoNoloNoNoNoNoNe]
[eoNe)

cNoNoNoloNoNoNe]
=
cNoNoNolNoNoNoNoRN|
cNoNoNoNoNo)
N
OO OOO0OO0COCO A~
N
cNeoNoNolNoNoNoNelNe)

BFPAP  REAMB  BFAMB El E2 E3 E4 Z1 Z2
RECAP
REEAP
BFOAP
BFEAP
REPAP
REI NT
RESOE
BFSCE
BFI NT
BFPAP 2
REANVB
BFAVB
El
E2
E3
E4
Z1
z2

[cNeolololoNoNoNolN|
[cNeolololoNoNeoNe]
[cNeoNoloNoNoNe
QOO0 O0Or
QOoOOoOoOoN
[eNeNeRt]
(@R eRFN

(€]
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(15)

MX PARAMETER ESTI MATES

Title The Duncan Haller and Portes Application

(I) GROUP NUMBER: 1
(1)
(II I)
MATRI X A
This is a FULL matri x of order
RECAP REEAP BFQAP
RECAP 0. 000 0. 000 0. 000
REEAP 0. 000 0. 000 0. 000
BFQOAP 0. 000 0. 000 0. 000
BFEAP 0. 000 0. 000 0. 000
REPAP 0. 000 0. 000 0. 000
REI NT 0. 000 0. 000 0. 000
RESCE 0. 000 0. 000 0. 000
BFSCE 0. 000 0. 000 0. 000
BFI NT 0. 000 0. 000 0. 000
BFPAP 0. 000 0. 000 0. 000
REANMB 0. 000 0. 000 0. 000
BFAMB 0. 000 0. 000 0. 000
El 0. 000 0. 000 0. 000
E2 0. 000 0. 000 0. 000
E3 0. 000 0. 000 0. 000
E4 0. 000 0. 000 0. 000
Z1 0. 000 0. 000 0. 000
Z2 0. 000 0. 000 0. 000
BFI NT BFPAP REANMB
REQCAP 0. 000 0. 000 1. 000
REEAP 0. 000 0. 000 0. 813
BFQAP 0. 000 0. 000 0. 000
BFEAP 0. 000 0. 000 0. 000
REPAP 0. 000 0. 000 0. 000
REI NT 0. 000 0. 000 0. 000
RESCE 0. 000 0. 000 0. 000
BFSCE 0. 000 0. 000 0. 000
BFI NT 0. 000 0. 000 0. 000
BFPAP 0. 000 0. 000 0. 000
REAMB 0. 000 0. 000 0. 000
BFAMB 0. 437 0. 196 0. 187
El 0. 000 0. 000 0. 000
E2 0. 000 0. 000 0. 000
E3 0. 000 0. 000 0. 000
E4 0. 000 0. 000 0. 000
Z1 0. 000 0. 000 0. 000
Z2 0. 000 0. 000 0. 000
Z1 Z2
REQCAP 0. 000 0. 000
REEAP 0. 000 0. 000
BFQOAP 0. 000 0. 000
BFEAP 0. 000 0. 000
REPAP 0. 000 0. 000
REI NT 0. 000 0. 000
RESCE 0. 000 0. 000
BFSCE 0. 000 0. 000

18 by

BFEAP
. 000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

COO0000000000000000

BFAMVB
. 000
000
825
000
000
000
000
000
000
000
173
000
000
000
000
000
000
000

COOOO0O0O0O0O00O000ORO0O0O
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REPAP
000
000
000
000
000
000
000
000
000
000
213
000
000
000
000
000
000
000

COOOO0O0O00O0000000000

El
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

COOOCO0O0O0O0O00O0000O000OR

El NT
000
000
000
000
000
000
000
000
000
000
333
000
000
000
000
000
000
000

COOOO0O0O00O0000000000X

E2
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

COOOO0O0O0O000O000O000ORO

RESCE
000
000
000
000
000
000
000
000
000
000
290
090
000
000
000
000
000
000

COOOO0O0O0O0O0000000000

E3
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

COOOCO0O0O0O0O00O00000OR0O0O

BFSOE
000
000
000
000
000
000
000
000
000
000
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281
000
000
000
000
000
000

COOOO0O0O0O0O0000000000

E4
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

COOOO0O0O0O0O00O000ORO0OO0O



BFI NT
BFPAP
REANVB
BFAMVB
El
E2
E3
E4
Z1
z2

(rv)
MATRI X F
This is a

RECAP
REEAP
BFOAP
BFEAP
REPAP
REI NT
RESOE
BFSCE
BFI NT
BFPAP

RECAP
REEAP
BFOAP
BFEAP
REPAP
REI NT
RESOE
BFSOE
BFI NT
BFPAP

RECAP
REEAP
BFOAP
BFEAP
REPAP
REI NT
RESCE
BFSCE
BFI NT
BFPAP

(V)

MATRI X |

000
000
000
000
000
000
000
000
000
000

COCOLCO0O0O P00

000
000
000
000
000
000
000
000
000
000

COOLCOOROO00O

FULL matri x of

REQAP
000
000
000
000
000
000
000
000
000
000

Cooooo0o0oor

FI NT
000
000
000
000
000
000
000
000
000
000

CroOoOooO0o0o0OoOW

Z1
000
000
000
000
000
000
000
000
000
000

COOOO0O0O0000

REEAP
000
000
000
000
000
000
000
000
000
000

COOOLO000Ooro

BFPAP
000
000
000
000
000
000
000
000
000
000

POOOOOO0O00OO0

Z2
000
000
000
000
000
000
000
000
000
000

COOOO0O0O0000

or der
BFOAP
000
. 000
000
000
000
000
000
000
000
000

COOOLO0O0ORrRoO0O

REANVB
000
000
000
000
000
000
000
000
000
000

COOOLOO0O0000

10 by 18

BFEAP
000
. 000
000
000
000
000
000
000
000
000

COOLOOrRO0OO

BFANVB
000
000
000
000
000
000
000
000
000
000

COOLOO0O0000

This is an IDENTITY matri x of order 18 hy

209

REPAP
000
000
000
000
000
000
000
000
000
000

COOLOrO0O00O0

El
000
000
000
000
000
000
000
000
000
000

COOOLOO0O0000
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El NT
000
000
000
000
000
000
000
000
000
000

COOOrPrO0O0O0O00OXD

E2
000
000
000
000
000
000
000
000
000
000

COOOLOO0O0000

RESCE
000
000
000
000
000
000
000
000
000
. 000

COORPOOOO0O0O

E3
000
000
000
000
000
000
000
000
000
000
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000
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000
000
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(M)
MATRI X S
This is a SYMVETRIC matri x of order 18 hy 18
REQAP REEAP BFOAP BFEAP REPAP REI NT RESOE BFSOE

REQAP 0. 000

REEAP 0. 000 0. 000

BFOAP 0. 000 0. 000 0. 000

BFEAP 0. 000 0. 000 0. 000 0. 000

REPAP 0. 000 0. 000 0. 000 0. 000 1. 000

REI NT 0. 000 0. 000 0. 000 0. 000 0.184 1. 000

RESOE 0. 000 0. 000 0. 000 0. 000 0. 049 0.222 1. 000

BFSOE 0. 000 0. 000 0. 000 0. 000 0. 019 0. 186 0.271 1. 000

BFI NT 0. 000 0. 000 0. 000 0. 000 0.078 0. 336 0. 230 0. 295

BFPAP 0. 000 0. 000 0. 000 0. 000 0.115 0.102 0. 093 -0. 044

REAMVB 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000

BFAVB 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
El 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
E2 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
E3 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
E4 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
Z1 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
Z2 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000

BFI NT BFPAP REANVB BFAVB El E2 E3 E4

RECAP

REEAP

BFOAP

BFEAP

REPAP

REI NT

RESCE

BFSCE

BFI NT 1. 000

BFPAP 0. 209 1. 000

REANVB 0. 000 0. 000 0. 000

BFAMVB 0. 000 0. 000 0. 000 0. 000
El 0. 000 0. 000 0. 000 0. 000 0.412
E2 0. 000 0. 000 0. 000 0. 000 0. 000 0. 338
E3 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 314
E4 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 404
Z1 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
z2 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000

Z1 z2

REQAP

REEAP

BFOAP

BFEAP

REPAP

REI NT

RESCE

BFSOE

BFI NT

BFPAP

REAMVB

BFAVB
El

210



E2
E3
E4
Z1
z2

(16)

OBSERVED

QUOWO~NOUITEA,WNPE

(=Y

QOWO~NOUITAWNPE

[

(17)

EXPECTED

QUOWONOUILA,WN P

(=Y

QOWO~NOUITAWNPE

[

0. 317
0. 000

1
000
625
327
422
214
411
324
293
300
076

COOOCO0O0000R

1. 000
0. 209

1
999
624
354
331
240
393
357
255
258
103

©cooo0o000000

9

1. 000
0. 209

10

0. 263

2

000
367
327
274
404
405
241
286
070

Coooco0o0o0or

1. 000

2

999
376
351
254
417
379
270
274
110

cooooooo0

10

1. 000

COVARI ANCE NATRI X

COVARI ANCE MATRI X

Coooo0o00ok

cooooooo0

000
640
112
290
305
411
519
278

999
639
102
273
303
401
525
254

Cooooor

coooooo

000
084
260
279
361
501
199

999
095
255
282
374
490
237
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coooor

coooor

000
184
049
019
078
115

000
184
049
019
078
115

1. 000
0.222
0. 186
0. 336
0.102

1. 000
0.222
0. 186
0. 336
0. 102

1. 000
0.271
0. 230
0. 093

1. 000
0.271
0. 230
0. 093

1. 000
0. 295
-0. 044

1. 000
0. 295
-0.044



(18)
RES| DUAL MATRI X

1 2 3 4 5 6 7 8
1 0. 001
2 0. 001 0. 001
3 -0.027 -0.009  0.001
4 0.091 -0.024 0. 001 0. 001
5 -0.026 0. 020 0. 010 -0.011 0. 000
6 0.018 -0.013  0.017  0.005  0.000  0.000
7 -0.033 0. 026 0. 002 -0.003 0. 000 0. 000 0. 000
8 0.038 -0.029  0.010 -0.013  0.000 0.000  0.000  0.000
9 0. 042 0.012 -0. 006 0.011 0. 000 0. 000 0. 000 0. 000
10 -0. 027 -0. 040 0. 024 -0.038 0. 000 0. 000 0. 000 0. 000
9 10
1
2
3
4
5
6
7
8
9 0. 000
10 0. 000 0. 000
(19)
() Function val ue of this group: 27.002
(I'l) Were the fit function is Maxinum Li kel i hood
(I'l'l) Your nodel has 39 estimated parameters and 55 Cbserved statistics
(20)
() Chi -squared fit of nodel >>>>>>> 27.002
(rn) Degrees of freedom >>>>>>>>>>>>> 16
(1'11) Probability >>>>>>>>>>>>>>>>>>>> 0. 041
(I'V) Akaike's Information Criterion > 104. 988
(V) RVBEA >>>>>>>>>>>>>>>>>>>>>>>>>> 0. 046
(21) (1) Fit statistic Estimate
(rn) Tested Model fit >>>>>>>>>>>>> 27.002
(I'11)  Tested Mdel df >>>>>>>>>>>>>> 16. 000
(1v) Nul | Model fit* >>>>>>>>>>>>>> 862, 555
(V) Nul I Model df* >>>>>>>>>>>>>>> 45. 000
(V1) Normed fit Index >>>>>>>>>>>>> 0.943
(M) Normed fit |ndex 2 >>>>>>>>>>> 0.976
(VI11) Tucker Lewis |ndex >>>>>>>>>>> 0.927
(X Par si moni ous Fit | ndex>>>>>>>> 0. 335
(X Par si noni ous Fit |ndex 2 >>>>> 0.021
(XI1) Rel ative Non-centrality |ndex> 0.974
(XI1) Centrality Index >>>>>>>>>>>>> 0.983
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* User-supplied null-nmodel statistic

(21) (1) This problemused 6.0% of ny workspace

Task Ti me el apsed (DD: HH: M SS)
(rn) Readi ng script & data 0: 0: 0: 0.49
(I'1'1)  Execution 0: 0: 1:12.06
(1V)  TOTAL 0: 0: 1:12.55
(V)  Total nunber of warnings issued: 0

ENTRIES OF Mx OUTPUT FILE

1) Message indicating that there is nothing wrong with the input script file.

(2)(1) The date and time that the job started.
(I1) Message confirming that a script has automatically been generated from the path diagram

drawn.

3) Message indicating the group from which the script was read.

(4) to (14) The of the Mx Input Script file reproduced.

(15) MxPRAMETER ESTIMATES.
(1) Group number.
(1) As (4)(111) above.
(111) Matrix A with the parameter estimates.
(IV) Matrix F reproduced with the descriptive names of the variables provided for the rows and
columns.
(V) As (13) above.

(V1) Matrix S with the parameter estimates.

(16)  The input matrix or the matrix to be analyzed.

(17)  The expected covariance matrix. This is the matrix calculated by Mx using the specified

model and parameter estimates.
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(18) Residual matrix. This is the difference between the matrices in (16) and (17).

(29)(1) The minimum value of the discrepancy function according to the model specified.
(1) The method of estimation used.
(111)  Information about the number of estimated parameters and observed parameters in the

model.

(20)(1) The chi-square value.

(11) Degrees of freedom, df. It is computed as total number of parameter minus the number of
free parameters.

(111) This is the probability of obtaining a X* value as greater or equal to the value actually
obtained, given that the model is correct.

(IV) The Akaike’s Information Criterion is computed as:

AIC = X? - 2df

(V) The Root Mean Squared Error of Approximation, RMSEA, (Steiger & Lind, 1980;

McDonald, 1989) is computed for single group case by:

RMSEA = /(x? —df )/ n/ df

(V1) Information regarding what happened before the calculation of the confidence intervals.

(21)  Column (I): Name of Fit Statistic.
Column (I1): Estimate of the statistic.

() As(20) ().

(1) As (20) (1D).

(111) A Null Model chi-squared value supplied by the user.

(1V) A Null Model degrees of freedom supplied by the uesr.

(V) The Normed Fit Index, NFI, which is calculated as (Bentler and Bonett, 1980)
F,—F

T

NFI =

N

where F, and F, are goodness-of-fit (chi-squared) statistic respectively obtained under the

Null and Tested models.
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(V1) The Normed Fit Index 2, NFIl, which is calculated as (Bentler and Bonnett, 1980)
F,—F

NFI, =
F, - df

T

where df, is the degrees of freedom of the Tested model.
(V) The Tucker Lewis Index, TLI, which is calculated as (Tucker and Lewis, 1973)
TL =[(R, /dfy) =(F, 7df, )| /[(Fy /dfy) =10]
where df, is the degrees of freedom of the Null model.
(V1) The Parsimonious Fit Index, PFI, which is calculated as (Mulaik et. al., 1989)
PFI = (df, /df, )NFI
(IX) The Parsimonious Fit Index 2, PFl,, which is calculated as (Mulaik et. al., 1989)
df,
p(p-1)

where p is the number of free parameters in the model.

PFI, = 2NFI

(X) The Relative Non-centrality Index, RNI, which is calculated as (McDonald and Marsh,
1990)

RNI = [(R, —df,) ~(F, ~df,)]/(F, —dfy)
(X1) The Centrality Index, CI, which is calculated as (McDonald, 1989)
Cl = exp[—O.5{(F, —~df, )/ N}]
where N is the total samople size (over all groups).
(22)(1) Information about the percentage of the workspace used by the problem.
(I1) Time used for the reading script and data.
(111) Time used for the execution of the problem.

(1V) Total time used. This is equal to the sum of the times in (22)(11) and (22)(111).

(V) Information on the number of warnings used.
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CHAPTER 6
RAMONA

6.1 HISTORICAL BACKGROUND

The acronym RAMONA stands for Reticular Action MOdel or Near Approximation. RAMONA is
influenced greatly by Steiger’s suggestion of the use of the ASCII symbols <--: for dependence paths
and <--> for variance/covariance paths to create ASCII representations of the path diagrams of
Structural Equation Models. This suggestion allows users to specify their models in terms of a path
diagram instead of parameter matrices. The program RAMONA implements the RAMONA model
(Mels, 1988). Mels (1988) developed the initial version of RAMONA. Browne and Mels
(1990,1992) have updated this initial version of RAMONA. A DOS version of RAMONA (Mels,
Browne and Coward, 1994) forms part of the statistical software package SYSTAT version 6 for
DOS. RAMONA is also available in SYSTAT version 6 for Windows. Browne and Mels (1998)
developed the latest stand-alone version for Windows. The SYSTAT versions differ from the other
versions in the fact that it uses <- and <-> for dependence and covariance paths, instead of <--: and

<-->, respectively.

RAMONA is a program for path analysis with manifest and latent variables and it implements the
McArdle and McDonald (1984) Reticular Action Model (RAM). The deviation from RAM is minor
in that no distinction is made between residual variables and other exogenous latent variables. The
program brought to rest the problem with negative variance and out of bound estimates and was the
computer program of its kind to yield correct results whenever the sample correlation matrix instead

of sample covariance matrix is analyzed.

RAMONA is intended for users with knowledge of latent variable modeling but can be employed by
researchers with no mathematical background. The user only needs to know how to formulate a
model in the form of a path diagram. Knowledge of matrix algebra is not essential.

6.2 THE RAMONA INPUT FILE
To run RAMONA, the user must prepare an Input File. A RAMONA Input File is a text file that

consists of five paragraphs and the data to be analyzed. Each paragraph consists of a sentence(s).
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The following general rules apply to the paragraphs and sentences of a RAMONA Input File.

GENERAL RULES FOR RAMONA INPUT FILES

. Each sentence consists of a maximum of 80 characters.

. Each sentence ends with a slash.

. Each paragraph start with a unique keyword followed by = (equal sign) and ends with a
semicolon.

. The five paragraphs may appear in any order.

. The matrix or raw data to be analyzed is the final section of the input file and is

preceded with the word DATA, the type of data (“RAW DATA”, “COVARIANCE
MATRIX” or “CORRELATION MATRIX”) and an integer value for the number of cases
on three different lines.

A RAMONA Input File may be divided into three sections. These are:
1. Model Information

2. Model Specification

3. Data

6.2.1 MODEL INFORMATION

Model information is specified in three paragraphs, namely: TITLE paragraph, MANIFEST variable
paragraph and LATENT variable paragraph.

Details of each paragraph are discussed below.
@) TITLE Paragraph
This paragraph provides a description for the analysis to be performed. It starts with TITLE =. For

the model depicted in Figure 1.2 we may have a TITLE paragraph as follows:

TITLE = Duncan, Haller and Portes’ (1971) Application;
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(b) MANIFEST Variable Paragraph

. A manifest variable is represented by means of a rectangle or square on a path
diagram.
. The manifest variable paragraph allows the user to give descriptive names to the

manifest variables.

Rules for the MANIFEST Variable paragraph

. The manifest variable paragraph starts with MANIFEST=.

. Each descriptive name of a manifest variable may not exceed eight (8) characters.

. The order of the manifest variables corresponds to the order of the columns of
the covariance, correlation or raw data matrix provided in the final section of the
input file.

. The descriptive names of the manifest variables are separated by at least one blank space.

For the model depicted in Figure 1.2, we may have a manifest variable paragraph as shown below.
MANIFEST=REINT REPAP RSOEC REOAP REEAP /
BFINT BFPAP BFSOE BFOAP BFEAP;

(©) LATENT Variable paragraph
. Latent variables are indicated on a path diagram by means of circles or ellipses.
. The latent variable paragraph is used to give descriptive names to the latent

variables in the model.

Rules for the LATENT Variable paragraph.
. The LATENT variable paragraph starts with LATENT=.

. Each descriptive name of a latent variable may not exceed eight (8) characters.
. The latent variables may be provided in any order.
. The descriptive names of the latent variables are separated by at least one blank space.

For the model depicted in Figure 1.2, the following latent variable paragraph may be used:

LATENT= REAMB BFAMB E1 E2 E3 E4 71 Z2;
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6.2.2 MODEL SPECIFICATION

This is the section of the input file where the path diagram of the model is coded directly with the
use of the ASCII symbols <--: (for dependence paths) and <--> ( for covariance paths) and it is
specified in the MODEL paragraph of the RAMONA Input file.

Rules for the MODEL Paragraph.

. This paragraph starts with the keyword MODEL-=.

. The MODEL paragraph consists of two sub-paragraphs, one for dependence
paths and one for variance/covariance paths.

. Dependence paths and covariance paths must be specified in separate

subparagraphs and cannot be intermingled.

(1) DEPENDENCE PATHS

A dependence path is indicated by the symbol <--: which relates directly to the single headed
arrow employed in a path diagram. A dependence path is coded as follows:

Dependent Variable <--: (Explanatory Variable, Parameter Number, Starting Value)/
For the model depicted in Figure 1.2 the endogenous manifest variable REOAP receives single

headed arrow from the latent variable REAMB and a measurement error E1. These paths are

displayed in Figure 6.1 below.

1 1
(: ) » REOAP |« REAMB

Figure 6.1 Dependence paths between REOAP, E1 and REAMB.

These dependence paths are coded as
REOAP <--: (REAMB, 0, 1.0)/
REOAP <--: (E1, 0, 1.0)/
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It is not necessary to have a different sentence for each path. Several paths with the same dependent
(receiving) variable may be combined into one sentence. The sentence must fit on one line of not

more than 80 characters. Otherwise, more than one sentence is necessary.

Since the same endogenous variable, REOAP, is involved in the two dependence paths, the two
paths may be coded in a single sentence as:

REOAP <--: (REAMB, 0, 1.0) (E1, 0, 1.0)/

When specifying dependence paths, bear in mind that:

. Dependence paths can be specified in any order.
. A sentence can specify several dependence paths involving the same endogenous variable.
. In some cases, a dependent variable may be involved in too many dependence paths for a

single sentence. In this situation, make use of several sentences with the same dependent
variable.
. Parameter numbers need not be sequential. If they are not, RAMONA will reassign path

numbers.

(i)  VARIANCE/COVARIANCE PATHS

A variance or covariance path is indicated by the symbol <--> which relates directly to the
double headed arrow used in a path diagram. A covariance paths is specified in an input file as
follows:

Variable <--> (Name of the other Variable, Parameter number, Starting value)/

Unlike in the case of the dependence paths, it does not matter which variable is given first.

For the model depicted in Figure 1.2, double headed arrows are employed from the manifest variable
REPAP to itself to specify a variance and to RESOE, REINT, and BFINT to specify covariances.
These paths are shown in the diagram below.

T

“—» P

Figure 6.2 Covariance Paths between REPAP, RESOE and REINT.
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These paths are specified in the sentences below.

REPAP <--> (REPAP, *, *)/
REPAP <-->(RESOE, *, *)/
REPAP <--> (REINT, *, *)/

Since the same variable, REPAP, is involved in all the three sentences, they can be combined into

one sentence as shown below.

REPAP <--> (REPAP, *, *) (RESOE, *, *) (REINT, *, *)/
When specifying covariance paths bear in mind that:

. Covariance paths can be specified in any order.

. Several covariance paths per sentence can be specified. For example, the variance of an
exogenous variable as well as its covariance with other variables can be specified in the same
sentence.

. If every endogenous manifest variable has a corresponding measurement error with an
unconstrained variance, the coding of these variances can be omitted. When all error path
coefficients are fixed, and no error variance paths are specified for the measurement errors,
RAMONA will automatically provide the error variance paths.

. If there are exogenous manifest variables and if all their variances and covariances are
present in the model and are unrestricted, the coding of these variance and covariance paths
may be omitted. When no variance and covariance paths for exogenous manifest variables

are specified, the RAMONA will automatically provide them.

6.2.3 DATA

The data must be provided last and are preceded by the key word DATA followed by the type of
data (“RAW DATA”, “COVARIANCE MATRIX” or “CORRELATION MATRIX”) and an
integer value of the number of cases on separate lines. If a distribution free analysis is required, the
raw data must be provided. Otherwise the correlation or covariance matrix may be input. The

correlation (covariance) matrix is provided in free format, one row at a time.

For the model depicted in Figure 1.2, the correlation matrix in Table 1.3, may be specified in the
RAMONA input file as shown below.
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DATA
CORRELATION MATRIX

329

1.0000

0.1839 1.0000

0.2220 0.0489 1.0000

0.4105 0.2137 0.4047 1.0000

0.4043 0.2742 0.4047 0.6247 1.0000

0.3355 0.0782 0.2302 0.2995 0.2863 1.000

0.1021 0.1147 0.0931 0.0760 0.0702 0.2087 1.0000

0.1861 0.0186 0.2707 0.2930 0.2407 0.2950 -0.0438 1.0000

0.2598 0.0839 0.2786 0.4216 0.3275 0.5007 0.1988 0.3607 1.0000
0.2903 0.1124 0.3054 0.3269 0.3669 0.5191 0.2784 0.4105 0.6404 1.0000

Any row of the matrix may be continued on the next line. This facility should be used when a row of

the matrix requires more than 80 characters.

6.3 ILLUSTRATIVE EXAMPLE

The different sections of the input file discussed so far would be combined in the example that
follows. The example is based on the model depicted in Figure 1.2. It is based on Joreskog’s (1997)
path analysis model (Figure 5.6) for data of Duncan, Haller and Portes’ (1971) Application.

6.3.1 VARIABLE NAMES

In Figure 1.2, the six manifest variables,

REPAP -- Respondents Parental Aspiration,
RESOE --  Respondents Socio-economic Status,
REINT -- Respondents Intelligence,

BFINT -- Best Friend’s intelligence,

BFSOE -- Best Friend’s Socio-economic Status and
BFPAP -- Best Friend’s Parental Aspiration,

are exogenous, and four,
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REOAP -- Respondents Occupational Aspiration,

REEAP --  Respondents Educational Aspiration,
BFEAP --  Best Friend’s Educational Aspiration and
BFOAP -- Best Friend’s Occupational Aspiration,

are endogenous.

The Latent Variables
REAMB --  Respondent’s Ambition and
BFAMB -- Best Friend’s Ambition,

are endogenous, and the rest, E1, E2, E3, E4, Z1 and Z2 are (exogenous) error variables.

6.3.2 INPUT FILE

A complete RAMONA input file therefore may be as shown below.

TI TLE= Duncan, Haller and Portes Model ;
MANI FEST=REI NT REPAP RESOE REOAP REEAP/

BFI NT BFPAP BFSOE BFOAP BFEAP;
LATENT = REAMB BFAMB E1 E2 E3 E4 71 Z2;
MODEL =

REOAP <--: (REAMB, *,*) (EL,0,1.0)/
REEAP <--: (REAMB, *,*) (E2,0,1.0)/
BFEAP <--: (BFAMB, *,*) (E3,0,1.0)/
BFOAP <--: (BFAMB, *,*) (E4,0,1.0)/

REAMB <--: (BFAMB, *,*) (REPAP,*,*) (REINT,*,*) /
REAMB <--: (RESCE, *,*) (BFSCE, *,*) (Z1,0,1.0) /
BFAMB <--: (BFSCE, *,*) (BFINT,*,*) (BFPAP,*,*) /
BFAMB <--: (REAMB, *,*) (RESCE, *,*) (Z2,0,1.0);
REI NT <--> (REINT, 0,1.0) (RESCE, *,*) (REPAP,*, *)/
REI NT <--> (BFINT,*,*) (BFSCE, *, *) (BFPAP, *,*) [/
REPAP <--> (REPAP, 0, 1.0) (RESCE, *,*)/
REPAP <--> (BFSOE, *,*) (BFINT,*,*) (BFPAP,*,*) /
RESCE <--> (RESCE, 0,1.0) /
RESOE <--> (BFSCOE, *,*) (BFINT,*,*) (BFPAP, *,*) /
BFSCE <--> (BFSCE, 0,1.0) (BFINT,*,*) (BFPAP, *,*)/
BFI NT <--> (BFINT,0,1.0) (BFPAP,*,*)/
BFPAP <--> (BFPAP, 0, 1.0)/
REAMB <--> (REAMB, 0, 1.0)/
BFAMB <--> (BFAMB, 0,1.0)/
El <--> (E1,*,*)/
E2 <--> (E2,*,*)/
E3 <--> (E3,*,*)/
E4 <--> (E4,*,*)/
Z1 <--> (Z1,*,*)/
72 <--> (Z22,*,%*);
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DATA

CORRELATION MATRIX

329

1.0000
0.1839
0.2220
0.4105
0.4043
0.3355
0.1021
0.1861
0.2598
0.2903

1.0000
0.0489
0.2137
0.2742
0.0782
0.1147
0.0186
0.0839
0.1124

1.0000
0.4047
0.4047
0.2302
0.0931
0.2707
0.2786
0.3054

1.0000

0.6247 1.0000

0.2995 0.2863 1.000

0.0760 0.0702 0.2087 1.0000

0.2930 0.2407 0.2950 -0.0438 1.0000

0.4216 0.3275 0.5007 0.1988 0.3607 1.0000
0.3269 0.3669 0.5191 0.2784 0.4105 0.6404 1.0000

6.3.3 RUNNING RAMONA

To run RAMONA:

 Double click on the RAMONA icon. This action will open the window below.

RAMDHEA POA STRUCTUAAL EQUATION MODELLING

S=ABA’

Michkael W, BJ‘HW#I; cirred Crepfianed Mels

i FAMTIMNA: Aalicss Acton Hodel 1 Bes Appiosinshon by MW, Biowna and G, Wiz
Ele Edt Anabes Help

RAMONA
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Click on the RAMONA “File” Menu. This will display the window below.

W AN H e ulas Sobmen Baled s Heos Sppnnees aimin By H w Homme snd B Hels

-

re=] =

Click on the “Input File” option of the RAMONA “File” menu. This action will open the

dialog box below.

LOAD INPUT FILE

Loak, in: I £5 Ramona

|_AF77 A Exampled. zem
|1 Fa0 @ Exampleb.zem
Examnplel.zem E ExampleE.zem
Exarnple0.sem E Example?. sem
Example?. sem E E=ampled. sem
Exarnple3.zem E E=ampled.zem

File name: I Dpen I
Files of type: IInput File j Caricel |

Specify the name of the RAMONA Input File by either double clicking on an existing
filename or typing the name into the “File name” string field. Click on the “Open” push
button when you’re done.

Click on the RAMONA “File” Menu again and select the “Output File” Option. This action

will open the following dialog box.
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LOAD DUTPUT FILE o TTER|
Lookin: | ‘3 Ramona d | e =

_F77l example. out Ex<ébd PLE S.owt
I_1F30 exampled. out peprahl.out
exampleT. out exampleb. out Test.out
ExaMPLE10.OUT examples. aut

ExarPLETT. ot example?. out

exampleZ. out ExAMPLES. out

File name: || Open I
Files of twpe: [ Dutput File [ Cancel |

Specify the name of the RAMONA Output File by either double clicking on an existing

filename or typing the name into the “File name” string field and click the "Open" push
button.

Click on the “Analysis” menu of RAMONA to display the window below.

I e e T e T e R e Ty e | il ] i 5 | P B = T =

[ T - (=

[ ] |

Click on the “Enter Setup” option of the “Analysis” Menu to activate the “SETUP” dialog
box as shown below.

=1

Analpsis » _ _
Correlation b atriz LI Initial E stimates |terationz Conwvergence
I |Rough =] |00 =l |ooom =
Clukpiat

IComplete S5EM Rezultz LI

™ Restart File

Fun Babkd Ok, Cancel I
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. The dialog box requests the user to specify the various options for the analysis.
. The options are specified by clicking on the various menu fields in the dialog box and then

selecting the appropriate option.

Detail descriptions of each of the options follow:

ANALYSIS
. This option is used to specify the matrix to which the model must be fitted.
. The alternatives available are Covariance Matrix and Correlation Matrix.

ESTIMATION METHOD

. This option specifies the method of estimation to be used by RAMONA.

. The alternatives available are MWL, GLS, OLS, TGLS, TSLS, ADFG, and ADFU. Each of
these is an abbreviation and their full meanings are provided below.

. MWL - Maximum Wishart Likelihood.

. GLS - Generalized Least Squares assuming Wishart distribution for the sample

covariance matrix S.

. OLS - Ordinary Least Squares.

. TGLS — True Generalized Least Squares.

. TSLS — Two Stage Least Squares.

. ADFG - an Asymptotically Distribution Free procedure which uses a biased but Gramian
(non-negative definite) estimate of the asymptotic covariance matrix, I', of the elements of
the sample covariance matrix.

. ADFU - an Asymptotically Distribution Free procedure which uses an Unbiased estimate of
the asymptotic covariance matrix, I'.

. Default is MWL.

INITIAL ESTIMATES

. The alternatives for this option are ROUGH and CLOSE.

. If ROUGH is chosen the initial iterations are OLS. After partial convergence, the
program switches to the procedure specified by the METHOD option.

. If CLOSE is used the estimation procedure specified by the METHOD option is

employed from the start of the iterative procedure.
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The default is ROUGH. This means that if neither ROUGH nor CLOSE
is specified the program takes the ROUGH alternative.

OUTPUT

This option is used to restrict the amount of output of RAMONA.
The alternatives available are COMPLETE RAMONA RESULTS, COMPLETE SEM
RESULTS or BASIC SEM RESULTS.

If the option “COMPLETE RAMONA RESULTS” is chosen the following information are provided

as output.

@) The job specification system.

(b) Details of the iterative procedure.

(© The sample covariance or correlation matrix.

(d) The reproduced covariance or correlation matrix.

(e) The matrix of residuals.

()] A table consisting of path coefficient estimates, 90% confidence intervals,
standard errors and t-statistics (estimate divided by standard error).

(0) A table consisting of variance and covariance or correlation estimates, 90%
confidence intervals, standard errors and t statistics.

(h) Information about equality constraints on variances (if applicable).

Q) Measures of fit of the model.

() The asymptotic correlation matrix of the estimators.

If “COMPLETE SEM RESULTS” is chosen, (j) is omitted from the list above.
If “BASIC SEM RESULTS” is chosen, (b), (d), (e), (h) and (j) are omitted.
The default is COMPLETE SEM RESULTS.

CONVERGENCE

This option specifies the tolerance limit for the residual cosine employed by the
program as a convergence criterion.

It also controls the number of decimal places provided during output of estimates.
If CONVERGENCE =0.1 x 10% then k decimal places are provided.

The default is 0.0001.
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ITERATIONS
. This option allows the user to specify the maximum number of iterations allowed for the
iterative procedure.

. The default value is 100.

RESTART FILE

A text file with the same filename as the RAMONA Input File and with extension .RST, that is a
duplicate of the RAMONA Input file in which the original parameter estimates are replaced by the
final parameter estimates, is created if the “Restart File” check box is activated. Otherwise, this file
is not created.

After selecting the required option(s) click on the “Run RAMONA” push button. If there are no
syntax errors in the input file, then iteration will proceed. When the iterations are completed, the

message box
END OF RAMONA B |

@ RakMOMA done!

appears.

6.5 THE RAMONA OUTPUT FILE

RAMONA for W ndows Version 1.0: Novenmber 1998

Reticul ar Action Mddel O Near Approximation

Program aut hor s:
M chael W Browne and Gerhard Mels
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| DATE OF ANALYSIS: Novermber 14, 1998 |
| TIME OF ANALYSI S: 13H29: 53 |
| INPUT FILE: C:\RAMONA9O\ Eg-(9).ram |

(3)
TI TLE= Duncan, Haller and Portes Model ;
MANI FEST=REI NT REPAP RESOE REOAP REEAP/

BFI NT BFPAP BFSCE BFOAP BFEAP;

LATENT = REAMB BFAMB E1 E2 E3 E4 Z1 Z2;
MODEL =

REQAP <--: (REAMB, *, *) ,0,1.0)/

REEAP <--: (REAMB, *, *) ,0,1.0)/

BFEAP <--: (BFAMB, *, *) ,0,1.0)/

BFOAP <--: (BFAMB,*,*) (E4,0,1.0)/

[T [mm
wWN P

REAMB <--: (BFAMB, *,*) (REPAP,*,*) (REINT,*, *) |/
REAMB <--: (RESOE, *,*) (BFSOE, *,*) (Z1,0,1.0) /
BFAMB <--: (BFSOE, *,*) (BFINT,*,*) (BFPAP,*, *) /
BFAMB <--: (REAMB, *,*) (RESCE, *,*) (Z2,0,1.0):
REINT <--> (REINT,0,1.0) (RESCE, *,*) (REPAP,*, *)/
REINT <--> (BFINT, *,*)  (BFSOE *,*) (BFPAP,*,*) |
REPAP <--> (REPAP, 0, 1.0) (RESCE, *,*)/

REPAP <--> (BFSOE, *,*) (BFINT,*,*) (BFPAP,*, *) /
RESCE <--> (RESCE, 0, 1.0) /

RESOE <--> (BFSOE, *,*) (BFINT,*,*) (BFPAP,*, *) /
BFSOE <--> (BFSOE, 0, 1. 0) (BFINT, *,*) (BFPAP, *,*)/
BFINT <--> (BFINT,0,1.0) (BFPAP, *,*)/

BFPAP <--> (BFPAP, 0, 1. 0)/

REAVB <--> ( REAMB, 0, 1. 0)/

BFAVB <--> (BFAMB, 0, 1. 0)/

El <--> (EL, *,*)/

E2 <--> (E2,*,*)/

E3 <--> (E3,*, *)/

E4 <--> (E4,*,*)/

Z1 <--> (Z1,*, %)/

72 <--> (Z2,%,%);

(4)
O:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::O
| Iter | Method|Di scr. Funct.|Max. R Cos.| Max. Const.| NRP NBD | Seconds |
|::::::l::::::l:::::::::::::l::::::::::l::::::::::l::::::::::l::::::::
| 0 | GLS|0.63750829 | | 0. 000000 | | 0.0

| 0 | MAL |1.69249617 | | 0. 000000 | | 0.1

| 1(0)] MM |0.27613818 | 0.294233 |0.171670 | O 0 | 0.1

| 2(0)|] MA |0.11111666 | 0.315088 |[0.122364 | O O | 0.1

| 3(0)] MA |0.08218301 | 0.028722 |0.007193 | O 0 | 0.1

| 4(0)] MA |0.08193177 | 0.003176 |0.000082 | O 0 | 0.1

| 5(0)| MA |0.08192882 | 0.000485 |[0.000002 | O O | 0.1

| 6(0)| MA |0.08192872 | 0.000129 [0.000000 | O O | 0.1

| 7(0)| MA |0.08192871 | 0.000021 [0.000000 | O O | 0.1

| 8(0)] MA |0.08192871 | 0.000006 |0.000000 | O 0 | 0.1
N e e e e e e e



TOLERANCE LIM T FOR RESI DUAL COSI NES = 0.000100 ON 2 CONSECUTI VE | TERATI ONS

TOLERANCE LIM T FOR VARI ANCE CONSTRAI NT VI OLATI ONS
VALUE OF THE MAXI MUM VARI ANCE CONSTRAI NT VI OLATI ON

(5)

REI NT REPAP RESOE
REI NT 1. 000

REPAP 0. 184 1.000
RESCE 0.222 0.049
REOCAP 0.411 0.214
REEAP 0.404 0.274
BFINT 0.336 0.078
BFPAP 0. 102 0.115
BFSOE 0. 186 0.019
BFOAP 0.260 0.084
BFEAP 0.290 0.112

NUMBER OF CASES =

(6)

REI NT
REPAP
RESOE
RECAP
REEAP
BFI NT
BFPAP
BFSOE
BFOAP
BFEAP

(7)

REI NT
REPAP
RESCE
RECAP
REEAP-
BFI NT
BFPAP
BFSCE
BFOAP
BFEAP

REI NT REPAP
1. 000

[eNeolooNoNoNoNeNe)

. 184
. 222
. 393
. 417
. 336
. 102
. 186
. 254
. 273

REI NT

0. 000
0. 000
0. 000
0. 017
0. 013
0.
0
0
0
0

[cNeoNoooNoNoNeoNe]

000

. 000
. 000
. 005 -
. 017

[cNeololoNoNoNoNal

. 000
. 049
. 240
. 254
. 078
. 115
. 019
. 095
. 102

REPAP

. 000
. 000
. 026
. 020
. 000
. 000
. 000
. 011
. 010

[eNeololoNoNoNal o]

REOAP REEAP
. 000
.324 1.000
.405 0.625
.230 0.300
.093 0.076
.271 0.293
.279 0.422
.305 0.327
329
RESCE REOAP
1. 000
0.357 1.000
0.379 0.624
0.230 O0.258
0.093 0.103
0.271 0.255
0.282 0.330
0.303 0.355
RESOCE RECAP
0. 000
0.033 0.000
0.025 0.001
0.000 0.042
0. 000 -0.027
0. 000 0.038
0.004 0.091
0.002 -0.028

BFI NT

[cNeoNoNoNoN

.0
.2
.0

00
86
70

. 241

.3
.3

28
67

REEAP

[cNeoloNoNoN

. 000
. 274
. 110
. 270
. 351
. 377

REEAP

0.
0.
- 0.
- 0.
- 0.
- 0.

000
013
039
030
023
010

VALUE OF THE MAXI MUM ABSOLUTE RESI DUAL

BFPAP BFSCE

1. 000

0.209 1.000
0.295 -0.044
0.500 0.199
0.519 0.278

BFI NT BFPAP

1. 000

0.209 1.000
0.295 -0.044
0.489 0.237
0.525 0.254

BFI NT BFPAP

0. 000

0. 000 0.000
0. 000 0.000
0. 011 -0.038
-0. 006 0.024

= 0.091

231

0. 500000E- 06
0. 346660E- 10

BFOAP BFEAP

1. 000
0.361 1.000
0.411 0.640 1.000

BFSOE BFOAP BFEAP

1. 000
0.374 1.000
0.401 0.640 1.000

BFSOE BFOAP BFEAP

0. 000
-0.013 0. 000
0.009 0.001 0.000



NUVMBER OF PO NT 90% CONFI DENCE ~ STANDARD T
PATH PARAMETER  ESTI MATE | NTERVAL ERROR  VALUE

REOAP <--: REAMB 1 0.766 ( 0.710 ; 0.823) 0.035 22.21
REEAP <--: REAMB 2 0.814 ( 0.759 ; 0. 868) 0.033 24.52
BFEAP <--: BFAMB 3 0.829 ( 0.781 ; 0.877) 0.029 28.49
BFOAP <--: BFAMB 4 0.772 ( 0.720 ; 0. 823) 0.031 24.72
REAMB <--: BFAMB 5 0.175 ( 0.033 ; 0.317) 0.086  2.03
REAMB <--: REPAP 6 0.214 ( 0.133 ; 0.294) 0.049  4.36
REAMB <--: REINT 7 0.332 ( 0.248 ; 0.417) 0.051  6.47
REAMB <--: RESOE 8 0.290 ( 0.201 ; 0.378) 0.054  5.39
REAMB <--: BFSOE 9 0.103 ( 0.002 ; 0. 204) 0.061  1.69
BFAMB <--: BFSOE 10 0.282 ( 0.200 ; 0. 365) 0.050  5.62
BFAMB <--: BFINT 11 0.427 ( 0.349 ; 0. 505) 0.048  8.98
BFAMB <--: BFPAP 12 0.197 ( 0.121 ; 0.273) 0.046  4.27
BFAMB <--: REAMB 13 0.184 ( 0.055 ; 0.313) 0.078  2.35
BFAMB <--: RESOE 14 0.087 (-0.005 ; 0.179) 0.056  1.55
(9)

VAR| ABLE ESTI MATE

REQAP 1. 000

REEAP 1. 000

BFOAP 1. 000

BFEAP 1. 000

REPAP 1. 000

BFI NT 1. 000

BFPAP 1. 000

BFSOE 1. 000

RESOE 1. 000

REI NT 1. 000

(10)

PATH VALUE

232



NUVBER OF PO NT 90% CONFI DENCE STANDARD T
PATH PARAMETER ESTI MATE | NTERVAL ERROR VALUE
REI NT <--> RESCE 15 0.222 ( 0.136 ; 0.308) 0. 052 4,23
RElI NT <--> REPAP 16 0. 184 ( 0.096 ; 0.272) 0. 053 3.45
RElI NT <--> BFI NT 17 0. 336 ( 0.255 ; 0.416) 0. 049 6. 85
REI NT <--> BFSCE 18 0. 186 ( 0.098 ; 0.274) 0. 053 3.49
REI NT <--> BFPAP 19 0.102 ( 0.012 ; 0.192) 0. 055 1.87
REPAP <--> RESCE 20 0. 049 ( -0.042 ; 0.140) 0. 055 0. 89
REPAP <--> BFSCE 21 0. 019 ( -0.072 ; 0.109) 0. 055 0.34
REPAP <--> BFI NT 22 0.078 ( -0.012 ; 0.168) 0. 055 1.42
REPAP <--> BFPAP 23 0. 115 ( 0.025 ; 0.204) 0. 054 2.10
RESCE <--> BFSCE 24 0.271 ( 0.187 ; 0.355) 0. 051 5.29
RESCE <--> BFI NT 25 0. 230 ( 0. 144 ; 0.316) 0. 052 4.40
RESCE <--> BFPAP 26 0. 093 ( 0.003 ; 0.183) 0. 055 1.70
BFSCE <--> BFI NT 27 0. 295 ( 0.212 ; 0.378) 0. 050 5.85
BFSCE <--> BFPAP 28 -0.044 ( -0.134 ; 0.047) 0. 055 -0.79
BFI NT <--> BFPAP 29 0. 209 ( 0.122 ; 0.296) 0. 053 3.95
El <--> E1 30 0. 413 ( 0.334 ; 0.510) 0. 053 7.80
E2 <--> E2 31 0. 338 ( 0.259 ; 0.439) 0. 054 6. 25
E3 <--> E3 32 0. 313 ( 0.243 ; 0.403) 0. 048 6. 50
E4 <--> E4 33 0. 404 ( 0.332 ; 0.492) 0. 048 8. 40
Z1 <--> 71 34 0. 480 ( 0.390 ; 0.570) 0. 055 8. 64
Z2 <--> 72 35 0. 385 ( 0.305 ; 0.471) 0. 051 7.60
(12)
PATH VALUE
REI NT <--> REINT 1. 000
REPAP <--> REPAP 1. 000
RESCE <--> RESCE 1. 000
BFSCE <--> BFSCE 1. 000
BFI NT <--> BFINT 1. 000
BFPAP <--> BFPAP 1. 000
(13)
CONSTRAI NT VALUE LAGRANGE MULTI PLI ER STANDARD ERROR
REAMB <--> REAMB 1. 0000 0. 0000 0. 0000
BFAMB <--> BFAMB 1. 0000 0. 0000 0. 0000
REOCAP <--> REQAP 1. 0000 0. 0000 0. 0000
REEAP <- - > REEAP 1. 0000 0. 0000 0. 0000
BFOAP <--> BFQAP 1. 0000 0. 0000 0. 0000
BFEAP <--> BFEAP 1. 0000 0. 0000 0. 0000
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Lo i i R o}
Sanmpl e Di screpancy Function Val ue (1) :0.082 ( 0.819287E-01)
Popul ati on Di screpancy Function Val ue, Fo

Bi as Adjusted Point Estinate (rr) : 0.033
90 Percent Confidence Interval (rrr)y:( 0.001 ; 0.089)

Root Mean Square Error of Approxination
Steiger-Lind : RVSEA = SQRT( Fo/ DF)

Poi nt Estimate (I'v) : 0.046

90 Percent Confidence Interval (V) :( 0.008 ; 0.075)
Expected Cross-Validation | ndex

90 Percent Confidence Interval (MI):( 0.288 ; 0.376)
ECVI (MODIFIED AIC)for the Saturated Mdel (MI11): 0.335

Test Statistic (X 26. 87
Exceedance Probabilities:-

Ho: Perfect Fit (RVSEA = 0.0) (X) : 0.043

Ho: Close Fit (RMBEA <= 0.050) (XI) : 0.561

Mul tiplier for obtaining Test Statistic = 328.0
Degrees of Freedom= 16

|
|
|
|
|
|
|
I
| Point Estimate (Modified Al Q (VM) : 0.320
|
|
|
|
|
I
|
|
|

Ef fecti ve Nunmber of Parameters = 39
(e e R T R o
(15)

L e e R o]
| LISREL GFI (1) 0.984 |
| LISREL Adjusted GFl (rn) 0. 946 |
| Ml ai k Parsinmoni ous GFI (rer) 0. 350 |
| |
| Schwarz Bayesian Criterion (rvy : 0.771 |
| Browne-Cudeck Single Sanple CVI (V) : 0.328 |
| |
| Bentler-Bonett Nornmed Fit |ndex (M) : 0.969 |
| Bentler-Bonett Non-Nornmed Fit |ndex (M) : 0.963 |
| Bentler Conparative Fit |ndex (CFl) (MI1): 0.987 |
| MDonal d-Marsh Rel ative Noncentrality Index (RNI)(1X): 0.987 |
| Janes- Ml ai k-Brett Parsinmonious Normed Fit Index (X) : 0.345 |
| James- Ml ai k-Brett Parsinoni ous CFI (XI): 0.351 |
| Bollen Rho (RFI) (XI1): 0.913 |
| Bollen Delta (IFI) (Xtrry @ 0.987 |
| Tucker-Lewis Index (TLI) (XI'V) 0.963 |
| |
| MDonald Index for Noncentrality (XV) 0.984 |
| |
| Root Mean Squared Residual (RWR) (XV1) 0.020 |
| Standardi sed Root Mean Squared Residual (SRVR)(XVII) 0.020 |
L R L E R R R o]
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O .....................................................................
| Sanple Discrepancy Function Val ue . 0.080 ( 0.796592E-01)
| Popul ation Discrepancy Function Val ue, Fo

| Bias Adjusted Point Estimate : 0.031

| 90 Percent Confidence |nterval :( 0.000 ; 0.086)
|

| Root Mean Square Error of Approximation

| Steiger-Lind : RVBEA = SQRT(Fo/ DF)

| Point Estinmate : 0.044

| 90 Percent Confidence |nterval :( 0.000 ; 0.073)
|

| Expected Cross-Validation Index

| Point Estimate (Modified Al Q) . 0.317

| 90 Percent Confidence Interval :( 0.287 ; 0.373)
| ECVI (MODIFIED AIC) for the Saturated Mdel: 0.335

|

| Test Statistic : 26.13

| Exceedance Probabilities:-

| Ho: Perfect Fit (RVSEA = 0.0) : 0.052

| Ho: Close Fit (RVBEA <= 0.050) . 0.594

| Miltiplier for obtaining Test Statistic = 328.0

| Degrees of Freedom = 16

| Effective Number of Parameters = 39

O _____________________________________________________________________
(17)

o i i o]
| LI SREL GFI : 0.984 |
| LISREL Adjusted GFI : 0.946 |
| Ml ai k Parsinmoni ous GFl : 0.350 |
| |
| Schwarz Bayesian Criterion : 0.769 |
| Browne-Cudeck Single Sanmple CVI : 0.326 |
| |
| Bentler-Bonett Nornmed Fit |ndex 0.970 |
| Bentler-Bonett Non-Normed Fit |ndex 0. 966 |
| Bentler Conparative Fit Index (CFl) . 0.988 |
| MDonal d-Marsh Rel ative Noncentrality Index (RNI): 0.988 |
| Janes-Muil ai k-Brett Parsinmonious Normed Fit Index : 0.345 |
| Janes- Ml ai k-Brett Parsinmoni ous CFI : 0.351 |
| Bollen Rho (RFI) 0. 916 |
| Bollen Delta (I1FI) 0.988 |
| Tucker-Lewi s Index (TLI) 0. 966 |
| |
| MDonald Index for Noncentrality 0. 985 |
| |
| Root Mean Squared Residual (RWR) . 0.020 |
| Standardi sed Root Mean Squared Residual (SRWVR) : 0.020 |
L i i o}

235



ENTRIES IN THE RAMONA OUTPUT FILE.

1) RAMONA For Windows. This gives the full name of the Program and the authors
of the Program.

2 Date and time of Analysis and the Input File name.

3 Model information

4) Details of Iterations.
Column 1: The iteration number.

Column 2: The method used for the estimation of the parameters.

| |
Column 3: The discrepancy function value F(6 ), where 6 is the estimate of the parameter
vector 6.

Column 4: The maximum residual cosine.
Column 5: The maximum absolute constraint value.
Column 6: Number of redundant parameters.
Column 7: The number of parameters on the bound. For example, for a correlation the
upper and lower bounds are —1 and +1 respectively.
5) Sample Correlation Matrix.
The Sample correlation matrix, Ru), Of the manifest variables Xq, X ,..., X is

computed from a raw data matrix Xxk) as

where Ds denotes a diagonal matrix with the sample standard deviations of X;,X5,...,X

on the diagonal.

(6) Reproduced Correlation Matrix.

d
This is the estimated correlation structure (model) P(6).

(7) Residual Matrix (Correlation).
This is the difference between the sample correlation matrix and the reproduced correlation

matrix.
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(8) Maximum Wishart Likelihood Estimates of Free Parameters in Dependence Paths.
Column 1: The dependence path.
Column 2: Parameters number.
Column 3: Point estimate of the parameter.
Column 4: The 90% confidence interval estimate of the parameter.
Column 5: The standard error of the estimator of the parameter.

Column 6: The t test statistic, which is the ratio of the estimate and the standard error.

9 Scaled Standard Deviations (Nuisance Parameters).
Columnl: The manifest variable.

Column2: Estimate of the scaled standard deviation.

(10)  Values of Fixed Parameters in dependence paths.
A list of the dependence paths with parameter number zero and their values.

(11) Maximum Wishart Likelihood Estimates of Free Parameters in Variance/Covariance Paths.
Columnl: Variance/Covariance path.
Column 2: Parameters number.
Column 3: Point estimate of the parameters.
Column 4: The 90% confidence interval estimate of the parameter.
Column 5: The standard error of the estimator of the parameter.
Column 6: The t test statistic, which is the ratio of the estimate and the standard error.

(12) Values of Fixed Parameters in VVariance/Covariance Paths.

A list of the variance/covariance paths with parameter number zero and their values.

(13) Equality Constraints On Variances.
Columnl: The variance path of the constraint.
Column2: Value of the constraint.
Column3: Lagrange multiplier.

Column4: Standard error of Lagrange multiplier.
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(14) Measures of Fit of the model.

0

(1

(1)

(V)

V)

The minimal sample discrepancy function value is given by
0
F=minFS,Z(y))
Y

The unbiased point estimator of the population discrepancy function value F,is given
by (Browne & Mels, 1996)

O O
F, = I\/IaxH: —d/n,Oﬁ

where the discrepancy function F is given by
F(S.3) = In[3] - Inis| + tr[S3 "1 - p

where S is the sample covariance matrix,

> is the covariance structure and

p is the number of variables.

A 90% confidence interval on F, is given by (Browne & Mels, 1996)

(n'o, ;nto,)
where J , the lower limit, is the solution of & of the equation
®(x/6,d)=0.95
and J,, , the upper limit, is the solution for & of
®(x/6,d) =0.05
where <D(x/5,d) is the cumulative distribution function of a noncentral Chi-squared

distribution with noncentrality parameter o and d degrees of freedom.
An estimate of the Steiger-Lind Root Mean Square Error of Approximation RMSEA
is given by (Steiger & Lind, 1980)

RMSEA = \/7

A 90% confidence interval of the RMSEA is given by (Browne & Mels, 1996)

0| [6, 0
Interval Estimate (RMSEA) = i; 6—UD
(Nnd \Vnd[

where n is the sample size.

oMo
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(V1)

(VII)

(VI

(IX)
(X)

(X1)

A point estimate of the Expected Cross Validation Index (ECVI) is given by (Browne
& Cudeck, 1993)

O
Estimate (ECVI) = F + 2g/n
An approximate 90% confidence interval on the ECVI is given by (Browne &
Cudeck, 1993)

Interval Estimate (ECVI) = éﬁL td+2q ; 9y +d +290

n n
The ECVI of the saturated model where no structure is imposed on Y is given by
(Browne & Cudeck, 1993)

ECVI (Saturated model) = M

The test statistic is calculated as n x E :

The exceedance probability for the test of the point hypothesis,
Ho: Fo=0

is given by (Browne & Mels, 1996)

0O ° 0
1-¢§1F|O,d§

where  ®(0)) is the cumulative distribution function of a noncentral chi-squared

distribution with noncentrality parameter o and d degrees of freedom.
The exceedance probability for the test of an interval hypothesis of close fit,
Ho: RMSEA < 0.05

which implies that 6 < & = nxdx0.05%, is given by (Browne & Mels, 1996)

1-¢§1F|55*,d§.

(15) Extended Measures Of Fit Of The Model.

(M

LISREL Goodness of Fit Index (GFI) is given by (Bentler 1983; Jéreskog &
Sérbom, 1981) by

GFI=1-



(1m

(1

(V)

V)

(V1)

where I, is a pxp identity matrix.

Lisrel Adjusted GFI:
The Adjusted Goodness of fit Index is computed from Joreskog & Sérbom 1981:
AGFI =1 - (1- GFI).
Mulaik Parsimonious (GFI) is computed from (James-Mulaik-Brett)
]

7T, = —£NFI
v

0

where v, =degrees of freedom for the k’th model,

v, =degrees of freedom for the “Null Model and NFI is the Bentler-Bonett Normed
Fit Index given in (V1) below.

Schwarz Bayesian Criterion is given by (Schwarz, 1978)

f IN(N)
N -1

where Fyk is the maximum likelihood discrepancy function, fy is the number of free

S = FML,k +

parameters for the model and N is the sample size.

Browne-Cudeck Single sample CVI is computed from (Browne & Cudeck, 1989)

— 2Uk
Cu=Fuls., 3,0+ 2

where v, is the number of free parameters in model k, p is the number of manifest

variables, and N is the sample size.
Bentler-Bonett Normed Fit Index(NFI) is given by (Bentler, 1995)

FBH
(-0

Fib, [
-0

NFI=1-

m]
where 6  denotes the estimate of the unknown parameter of the independence
-1

model.
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(VII) The nonnormed Bentler-Bonnett Fit Index is given by (Bentler, 1995)

(n—1)F§§/d, —(n—1)F@@/d
(n—1)F§§/d, -1

NNFI =

where d; = p(p-1)/2 denotes the degrees of freedom of the independence model.

(V1) The Bentler Comparative Fit Index CFl is given by (Bentler, 1995)
maxE(n -)F @%— d ,OE
1l 1l

max%(n —1)F%i @—d, ,O@

(IX) McDonald’s Index for Noncentrality is given by (Bentler, 1995)

CFl=1-

O n [T
MFI = ex — n—lF@ -d
AR
(X)  The Root Mean Square Residual(RMR) is computed from (Bentler 1995)

2 p i |:| @%
RMR = [ ——~ o=
JMND;;§”9”
while the Standardized Root Mean Squared Residual(SRMR) is computed as
(Bentler 1995)

SRMR = \/p(p2+1) i Iz %ﬂ' - gij @%/ \/?Su%2

(16) Generalized Least Squares Discrepancy Function — Measures Of Fit Of The Model.

These are the measures of fit of the model for Generalized Least Squares Methods. The
entries are similar to those described under the Maximum Wishart Likelihood method above,
i.e. (14) above.
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(17) Extended Measures Of Fit Of The Model.
These are the extended measures of fit values obtained by using the Generalized Least

Squared methods. The entries are similar to those described under (15) above.
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CHAPTER 7
SEPATH

7.1 HISTORICAL BACKGROUND

Steiger (1989) developed the structural equation modeling program EzPATH as a module of the
statistical software package SYSTAT. This program was strongly influenced by Steiger’s ideas for
user-machine communication. Steiger left SYSTAT and joined forces with the statistical software
package STATISTICA to develop the structural equation modeling program known as SEPATH
(Steiger, 1995) for Windows. The acronym SEPATH stands for Structural Equations and PATH
analysis. This program is strongly influenced by the conventions used in RAMONA and by the ideas
contained in Mels (1988).

Steiger used the ASCII symbols -> for dependence paths and -- for variance/covariance paths to
create ASCII representations for the path diagrams of Structural Equation Models. These symbols,
-> and -- are called arrow and wire respectively.

SEPATH is intended for users with knowledge of latent variable modeling but can be employed by

researchers with no mathematical background. The user only needs to know how to formulate a

model in the form of a path diagram. Knowledge of matrix algebra is not essential.

7.2 THE SEPATH INPUT SYSTEM

The SEPATH input system consists of a data file and a model file.

7.2.1 SEPATH DATAFILE

The SEPATH data file is a STATISTICA data file. The STATISTICA data file is a STATISTICA

workbook in which the rows and columns refer to the cases and the variables, respectively, of the
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data. The data may be raw data, a covariance matrix or a correlation matrix. It can be created in
STATISTICA or imported from other files such as MICROSOFT EXCEL files and then saved as
STATISTICA data file with extension “STA”.

If the data is a covariance or correlation matrix, only the entries in the lower triangle of the matrix are
entered. Entering a number at the case name "MATRIX" specifies the type of matrix. The number
1.0000 specifies a covariance matrix whereas the number 4.0000 specify a correlation matrix. The
number of cases is also specified as part of the data. The number is typed in the first cell next to case

name “No. of Cases” in the data matrix.

7.2.2 SEPATH MODEL FILE

The model file is a text file with the extension “.CMD” and is used to specify the structural equation
model by means of a text path diagram by using the PATHL1 language. The path diagram of the model
is coded directly with the use of the ASCII symbols --> (for dependence paths) and -- (for
variance/covariance paths). The Model File can be typed manually in any text editor and then
imported into STATISTICA. The Model File may also be created in STATISTICA by using the
“Path Construction Tool”. For specific models such as Confirmatory Factor Analysis (CFA) the

model file may be created using the “Path Wizards”.

GENERAL RULES FOR SEPATH MODEL FILES

. Each arrow and wire is represented on a separate line.
. Blanks never count. They are stripped from the line before parsing.
. Blank lines, and any lines beginning with an * (asterisk), are treated as comment lines, and

are not analyzed as PATH1 statements.
. Manifest variable names are represented as the FULL variable name enclosed within
brackets. The name enclosed in the brackets must not be more than 8 alphanumeric

characters in length. Characters must be upper case. The underscore character is also

allowed.
Examples. [REOAP]

or [RE_OAP]
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. Latent variable names are represented by a variable name in parentheses. The name can be up
to 20 characters in length. Upper and lower case characters are allowed. Underscores are
allowed, but dashes are not allowed.

Examples. (REAMB)
or (REA_M)
or (rea_m)
. The syntax for dependence paths is given by
VNAME1-<#1>{<#2>}->VNAME2
where VNAMEL and VNAME2 are valid manifest or latent variable names, <#1> is an
integer representing the coefficient number, and <#2> is a real value representing the start
value. <#1> is required if the path has a coefficient which is a free parameter. If the
coefficient is a fixed value, <#1> is omitted. Otherwise, <#1> is the integer value for the
parameter number. It must be between 1 and 30000 in value. If the coefficient for the arrow
is a free parameter, then <#2> is the starting value used during iteration. If the coefficient is
fixed, then <#2> represents the fixed value. If both <#1> and <#2> are omitted, then the path

is assumed to have a fixed coefficient with a value of 1.

For the model, depicted in Figure 1.2, the endogenous variable REOAP receives single
headed arrows from the latent variable REAMB and a measurement error E1. These paths are

displayed in Figure 8.1 below.

o

REOAP

REAMB

Figure 7.1 Dependence paths between REOAP, E1 AND REAMB.

These dependence paths are coded as:
(REAMB)-1->[REOAP]
(E1)->[REOAP]
If VNAMEL is omitted, then the program will find the last preceding line with two variable names
and use the first variable name as VNAMEL1.
. Variance/covariance paths are entered by using the syntax

VNAMEL-<#1>{#2}-VNAME2
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where VNAMEL, VNAME?2, <#1> and <#2> are the same as in the preceding section.
For the model, depicted in Figure 1.2, double headed arrows are employed from the manifest
variable REPAP to itself to specify a variance and to REINT and RESOE to specify covariances.

These paths are shown in the diagram below.

T

REPAP [ » REINT [€ %] RESOE

T e

Figure 7.2 Variance/covariance paths between REPAP, REINT and RESOE.

These paths are specified in the sentences below.
[RESOE]--[RESOE]
[REINT]-- [REINT]
[REPAP]--[REPAP]
[REPAP]-22-[REINT]
[REPAP]-23-[RESOE]
[RESOE]-24-[REINT]

7.3 ILLUSTRATIVE EXAMPLE
The model depicted in Figure 1.2 will now be used to illustrate the use of SEPATH.

7.3.1 CREATING THE SEPATH DATA FILE FOR THE DUNCAN, HALLER
AND PORTES MODEL DEPICTED IN FIGURE 1.2

The following steps may be followed to enter the sample correlation matrix for the Duncan, Haller
and Portes application.
. Double click on the STATISTICA icon on the Desktop.

STATISTIC
. In the "STATISTICA Module Switcher" menu select the SEPATH option to produce the

menu below.
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STATISTICA Module Switcher |

{ Data Management/MFM «] & comprehensive

A _ selection of structural
=, Factor Analysis equation madeling
-;F._*_ Canonical Analpsis techhiques; c_:onflrmator_l,l
- o ) . factor analyziz, path
“j;{-ef_ Multidimensional Scaling analyziz, structural rmeans,
A Classification Trees rulti-sample models.
FMonte Carlo sinulation,
@: Correspondence Analysis boot-ztrap estimation; use

= “wizards to quickly build
SEPATH even complex models:;

:[E]l Reliability/Item Analysis

ElTﬁ Discriminant Analysis =1
Staksor | Switch To I Customize list.__ I
B
S22 End & Switch To | Cancel |

Click on the “Switch To” push button (or double click on the SEPATH menu field item) to
activate the dialog box which appears below.

STATISTICA: Structural Equation Modeling

e Edit Mimw  Dharec e e e
8 =] Structural Equation Modeling
Data File: DHP-1.5STA (Raw Data)
Model File: DHPAZ[~1_CHMD
Groups: none
- PATH MODEL

Cancel | —

[= {Gpen Model;

Hew Model

Edit Text of Model

1
= Open Data
Edit with Path Tool | =¥ openData |
setgeT
i Use Path wizards | MH  Cases |

DK (Execute Current Model] |

—OFTIONS

[ 2 o) s[5 % 2]

e Set Parameters | MONTE CARLD

[BE Sepecify Groups | %] Setupsrun Analysis |

_mll Review Descriptives |

Review Results |

)

0]

Click on the “File” menu and select “Open other” option, then select the “New Data” option.
The window below then appears.

Hew Data: Specify File Hame EE

Save in: I =3 Peprah j gl Ig
Dhplaa).sta

Dhp-1.sta

Feps.sta

TRIAL-1 sta

TRUE-T.sta

Save as type: |Data Filez [*.=ta) j Cancel |
“wl'ork book: I d
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Type the data file name in the string field “File name” and click on the “Save” push

button. After these actions the blank data file shown below appears.

¥ 0N B R RETEE

e

Click on the “Vars” (Manifest Variables) push button. Then select the “All Specs” option.

This action opens the window shown below.

MD Code | Format | Long Hame (lak -]
—9999 2.3
—9993 2.2
—9993 2.2
—9993 2.2
—9993 2.2
—9993 2.2
—9993 2.2
—99993 8.3
—9999 8.3
—99949 2.3

MDD Code |F|:|r:mat| Long Namfz:

1 FEINT —9999 8.3
2 REFAFP —99499 8.3
3 FESOE —9999 8.3
4 REQOAP —94999 8.3
g FEEAFP —9999 8.3
B EFINT —9999 8.3
7 BFEFAFP —99499 8.3
El]  vAERS | —2999 8.3
9 VARG —94999 8.3
10 VAR1O —9999 8.3 =
T o

Type in the manifest variable names.
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Click on the “Close" push button to produce the window shown below.

E]

Data: Peps_sta 10y = 10c

REINT

=
ol

=

El

)
r

[
I'd

1

ra
3
4
3 |
5 |
s
5 |
3

=

=

dEs
=
al

Click on the “Cases” push button to load the dialog box below.

Caze Mame Manager BEE4 |
Mo case names in thizs file
Create ?

width: [10 [£]
Ho |

Click on the “Yes” push button if the number which appears in the dialog box is equal to the

number of manifest variables specified above. The window below would then appear.

Data: Peps._sta 1

=I'*v.IUr\-‘1EFEIEZ
REEIHT EEFAF EESOE EECAF EEEAF EFINT El
| !

VaLUES

EETHT

Case Mame Manager [ [=<]

1: REINT =
2: REFPAP

Cancel I Options I

Type in the manifest variable names in the same order as above.

Click on the “OK” push button when all 10 manifest variables are typed in to fill the rows

of the matrix with the manifest variable names as shown below.
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MMUMRERIC
WALLES

EEPAE

EEIHNT

eps_sta 10w

i z
EEIHT REFAF
[

REESOE

REQAEP

EEEAEP

BEFTHT

EFFAFE

EBEFSOE

EFOAFRP

EFEAE
| EN |

10c

3
RESOE

4
EECOAE

5 =}
FEEEAF EBEFTHT El

.

. The sample correlations are then typed in the cells of the STATISTICA workbook. Since the
sample correlation matrix is symmetric, only the lower triangle of the matrix is entered.

. Add the “Means”, “Std. Dev”, “No. Cases” and “MATRIX” case names by using the “Case

Name Manager”.

. Enter the sample size in the first cell of the case labeled “No. Cases”. Enter the number

4.0000 in the first cell of the case labeled “MATRIX".

When all the steps outlined above have been followed, the complete sample correlation matrix for

the Duncan, Haller and Portes application is as shown in the window below.

PE Data: TRIAL 10y 1o R |
\":IEI‘L‘-“UEFS‘E SEPATH Electronic Manual Examples #4 and #5 ﬂ
2 3 4 5 f 7 = o 10
oaEgpy | EEPAP | RESOE | REOAFP | REEAFP | BFINT | BFPAFP | BFSOE | BFCAP [EFELFP
REPLF .1539 1.0000
I RESCOE L2220 0489 1.0000
I REQLP .4105 2137 .32401.0000
REELP .4043 2742 .4047 .6247 1.0000
EFINT .3355 .0782 .2302 .zZ995 .28683 1.0000
EFPAP 1021 .1147%7 .0931 .0760 070z L2087 1.0000
EFSCE .1861 .018¢6 2707 .2930 .2407 .2950-.0435 1.0000
EFCLAP .2598 .0839 .2786 .4Z16 L3275 .5007 (1955 3607 1.0000
EFELP L2803 .1124) .3054 .3Z69 L3669 L5191 (2754 .4105 L6404 1.000
HMeans
IStd.Dev.
No.Cases(329.000
MATRIX 4.0000 -
| o
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7.3.2 SEPATH MODEL FILE FOR THE DUNCAN, HALLER AND PORTES'
APPLICATION

After the Data File has been completed, the following steps may be used to specify the model.
. Click on the “Startup” push button (or click on the “Analysis Menu” and then select the

“Startup Panel” option). This action will open the dialog box shown below.

El Structural Eqguation HModeling [ = 0 =>=]

D ata File: DHPLAA) ST (Cowariance bMatrix)
Model File: TRUE-T.CHMD
Groups: none
—PATH MODEL
Cancel |
[== fibpen Modei!
(il HMew kModel
= Edit Text of Maodel
E dit swsith Path T ool I [ Open Data I
E|E Use Path wizards | EAsEs Lases
DK [Execute Current MModel) |
C OPTIONS
el Set Parameters | MOMNTE CARLO
e — | 2] Setupsrun Analysis |
il Bewicw Descriptives | 55553 Rewicw Rosults |
. Click on the “Edit with Path Tool” push button. This action will activate the “Path

Construction Tool" dialog box shown below.

Path Construction Tool EHE3
—Wariables Path Type — Paths
From: To: i+ -y
[T -] [Maniest =] | | Cxv
BREINT " Residual
REPAP —
RESOE Correl.
REOAP = Cowar.
REEAP
BFINT
BFFAFP
BFSOE _ Add>> |
BFOAP
BFEAP
B? E dit Latentl o Cut I [ Pastel Copy I

I+ Include [+ Increment I Include Baze Mame: IEPS Eonbpai

Par. #: |1—E Flenumhell Yalue: |-5 ase Mumber: |1 (& Comment

— Parameters ———— [~ 5tart Yalue Residual WYars — Groms Il.l—E
=S

. Click on the “Edit Latent” push button to activate the “Edit Latent Variable Names” dialog

box shown below.

Path Tool - Edit Latent Wariable Hames [ 2]
Latent YVariable: Hame:
[Mew Wariable Mame] [REAMB = oK
[Mew Yariable Hame] IBFﬁMBI Cancel
[Mew Yariable Name]l To add rew

latent variable
soroll to the enc
and enter the
MHame: To

[Mew YWariable Name]l remove delete
the Mame.

[Mew Yariable Name]l

[Mew Yariable Name]l

[Mew Yariable Name]l

[Mew Yariable Name]l

[
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Type in the Latent Variable names in the string fields provided and click the “OK”

push button. The dialog box below then appears.

Path Construction Tool | =
—Wanables Path Type — Paths
From: To: LSt
[Latert ~| [Manirest =1 Ry
T " Residual
REAMEB REPAP i
RESOE Correl
REOAP i Cowar
REEAP
BFINT
BFPAP
BFSOE _ Add>> |
BFOAFP
BFEAPFP
[ Edit Latentl o Cut I 2 Pastel Copy I
— Parameters ——————— Start Yalue Hesmual Wars Group: I.I—I
I Include [~ Increment ™ Include Base Mame: |EFS —IEndgmup =
Par. #: [1 E renumber ||| value: [5 E| | ease Mumber [T [=2" Commemnt

To specify Paths: To specify Correlations. Cowvariances, or
1. Select Arrow [-->%"] ar wwfire -7 Residuals:

2. Select wariables in the From list. 1. Set path type to Cow. Corr. . or Residual
3. Select variables in the To list. 2. Select variables in Tao list. Cancel I
4. Click &udd. 3. Click Add.
- I
To remove F'aths; Highlight and click Cut. =] Parameters

Specifying the dependence paths.
The diagram below is part of the path diagram depicted in Figure 1.2.

REOAP

REEAP

BFAMB

To enter the dependence paths in Figure 7.3 by using the “Path Construction Tool” dialog

BFEAP

[ 17

47

Figure 7.3 Dependence paths between variables

box, the following steps may be followed.

* Select the “X-->Y * button from the “Path Type” radio button field.
* Highlight the Latent variable REAMB as the “From" variable.

» Highlight the manifest variable REOAP as the “To” variable.

» Click on the “Add” push button.

252



With these actions SEPATH will create the dependence path between the latent variable
REAMB and the manifest variable REOAP shown below.
[REAMB]-1->[REOAP]
Highlight the manifest variable REEAP as the “To” variable.
Click on the “Add>>" push button. SEPATH then creates the dependence path shown
below.
[REAMB]-2->[REEAP].
Continue these actions until all the dependence paths are specified.

Specifying the dependence paths between the error terms and the manifest variables,
and the variances for each error term with itself.

The steps below are followed to specify the dependence paths between the measurement
errors and their indicators, and the variances for each error term with itself in Figure 7.3.

» Select the “Residual” button from the “Path Type” radio button field. This will
activate the “Base Name” and “Base Number” string fields under the “Residual
Vars” label field

Type “E” in the “Base Name” string field.

Enter “1” in the “Base Number” string field.

Set the “Par #” to 5.

Highlight the manifest variable REOAP. Click on the “Add>>" push button.

e e e

With these steps SEPATH will create the covariance and variance paths respectively,
as shown below.

(E1)--> [REOAP]

(E1)-5-(E1).

The “Base Name” remains “E” whereas the “Base Number” increases by one to 2. The “Par

#” also increases by one to 6.

» Highlight the manifest variable REEAP and then click on the “Add>>" push button.
After these steps are followed, SEPATH will create the following additional
covariance and variance paths respectively,

(E2)--> [REEAP]
(E2)-6-(E2).
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The “Base Name” remains “E” whereas the “Base Number” increases by one to 3. The “Par
#” also increases by one to 7. The paths created by following the actions above actions are

shown in the string field “Paths” in the dialog box shown below.

Path Conzstruction Tool | =
Path Type — Paths
XY
L B

—Yarniables

From:

To:
| Latent Lll | M anifest Lll

(E1)-->[REOAP]
(E1)-5-[E1])

_ (E2)-->[REEAP]
BFAMB REINT + Residual E 2)-6-(E 2
REAMEB REPAP ~ Cormel.
E1 RESOE
E2 REOAP i Cowar.
BFINT

BFPAP
BFSOE
BFOAFP
BFEAP

Bﬁ E dit Latentl &5 Cut I [ Pastel Copy I
— Parameters —————————————————— Start Yalue Reszsidual Vars Eroies ”.I—I
¥ Include | Increment ™ Include Base Mame: IE Endoronn

Par. #: I? E Henumberl Yalue: |.5 E B

ase Mumber: |3 E [ Comment

Continue with this process until similar paths have been formed with E3 (and then E4 found
in Figure 1.2).
* Select the “Latent” field from the “To” menu field.
* Highlight the latent variable REAMB.
» Change the “Base Name” from “E” to “Z” and the “Base Number” from whatever
value to “1”.
» Click on the “Add>>" push button.
SEPATH then creates the paths shown below.
(Z1)--> (REAMB)
(22)-17-(Z2).
The “Base Name” remains “Z” whereas the “Base Number” increases by 1 to 2. The “Par #”
also increases by 1 to 18.
* Highlight the latent variable BFAMB and then click on the “Add” push button.
With this action, SEPATH will create the paths shown below.
(Z2)--> (BFAMB)
(Z2)-18-(Z2).
The paths created by following the actions above are shown on lines 7 and 8, and the last
two lines in the “Paths” string field in the dialog box shown below.
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Path Construction Tool | =

—Wariables Path Type — Paths
- e Ft [E4)-->[BFDAP] -
From: To: bt g E4)0.(E4
| M anifest Lll | Latent Lll L 25 4 REPAP]-S R
- 1
REINT BFAMB  Residual 0
REPAP E1 - 0 R
RESOE E2 Correl.
REOAP E3 " Cowar.
REEAP E4 A D 4 B FAME
BFIMNT REAMB H ) BEFAMB )
N (21 I : 6->[BFAM
BFSOE z2 Add >> B FPARP B FAME
BFOAP B FAMB
BFEAFP ' =
B? E dit Latentl s Cut I [ Pastel Copy I
— Parameters —— | [ Start ¥alue Residual Yars Eroup: ”1—|
¥ Include ™ Increment ™ Include Basze Mame: IZ Endarong
Par. #: [19 E Renumber || | Value: [[5 E Base Number: |3 E = Comment

To specify Faths: To specify Correlations, Covariances, or
1. Select Arrove (-3 or Wire -7 Residuals:
2. Select wariables in the From list. 1. Set path type to Cow. Corr.. or Residual
3. Select wariables in the To list. 2. Select variables in Ta list. Cancel I
4. Click Add. 3. Click Add.

To remove F'aths; Highlight and click Cut. ?eai Palametelsl

Select the “Latent” option from the “From” menu field.
Highlight the latent variable REAMB as the “From” variable and BFAMB as the
“To" variable.
» Click on the “Add” push button so that SEPATH will create a dependence path
between the latent variables REAMB and BFAMB as indicated below.
REAMB-19-> BFAMB.
» Repeat the steps above except this time highlight BFAMB as the “From” variable and
REAMB as the “To” variable. The path created is as shown below.
BFAMB-20->REAMB.
The dialog box below shows some of the paths created as a result of the actions described so

far.

Path Construction T ool
Path Type — Paths

— Wanables

_ . [REPAP]9->[REAMB] =
[FOceeE e : [REINTI-10.>[REAME)
[Larent =] [Latent =l L [RESOEI-11->[REAME]
[EFSOE]-12->[REAME]

" Residual Z1)-->[REAME])

 Correal. Z1)-13-621)
[RESOE]-14->[BFAME])
T Cowar. [BEFSOEI-15->[BFAME]

[BFINT]-16->[EFAME]
[IBFPAP]-17->[BFAME]

(Z2)->(BFAME)
_ Adas>> | =21 18 =2)

[REAMEB]-19->[EFAME]

BFAMEB]-Z20->[REAMEB] =
B? E dik Latentl - Cusk I (i) F'astel Copy I
— Parameters ————————— Start Yalue Residual Wars ———— Eorerres "1
I Include [ Increment I Include Base Mame: |[EPS (& oot e e o
Par #: [41 B menumber ||| vatue: [5 Bl | pase Mumber: [1 [Z Commeni|

To specifu Paths: To zpecify Correlations. Covariances. or
1. Select Armrowe [<--=7"] or WwWire [=--7"). R esiduals:
2. Select wariablesz in the From list. 1. Set path tupe to Cow. _ Corr. . or Residual
3. Select variables in the To list. 2. Select wariables in To list. Cancel I
4. Click Add. 2. Click &dd.

To remowe Paths: Highlight and click Cut. "’uy;i Palametersl
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Specifying the Variance/Covariance paths
The diagram in Figure 7.4 shows some of the variance/covariance paths depicted in Figure
1.2.

T

REPAP [ ™ REINT RESOE

e e

Figure 7.4 Variance/Covariance paths between REPAP, REINT and RESOE.

The “Path Construction Tool” dialog box may be used as follows to enter the paths in Figure
7.4.

» Select the button “X--Y" from the “Path Type” radio button field.

» Select the “Manifest” fields from the “From:” and “To:” menu fields. The resulting

dialog box is as shown below.

Path Construction Tool
—Wariables Path Type — Paths
- _ o [REPAP]- 9> (REAMB] =
From: To: (‘x P [REINTI-10->[REAMEB]
[ Manifest =l [manifest = Lot [RESOE]-11->[REAMB]
— [EFSOE]-12>[REAME])
REIMT REIMT R esidual Z1)->[REAM
REPAP REPAP " Correl. =1)-13-(=1)
RESOE RESOE [RESOE]-14->[BFAMEB])
REDAP REDAP £ Cowar. [EFSOE]-15>[BFAMB]
REEAP REEAP [EFINT]- 16 >([BFAME])
BFINT BEFINT [EFFAFT-17 >(BFAME)
BFPAP BFPAP Add >> I =2)-->[BFAME]
BFSOE BFSOE =21-18-1=2])
BFOAP BFOAP (REAMB)-19->[BFAMB]
BFEAP EBEFEAP (EFAMB]I- 20 >[REAME) -
[ Edit Latent || X cut | @ Paste| Copy |

I~ Include [~ Increment I Include Base Mame: IEPS Endgroup

Par. #: [41 B renumber || [value: [ ase Mumber: |1 [Z7 Commeni |
To specify Paths: T o specify Corelations, Covariances . or
1S et o (-] o Wirne B Fimraele
2. Select wariables in the From list. 1. Set path wpe to Cow. .Corr.. or Residual
3. Select wariables in the To list. 2. Select variables in T o list. Cancel I

4. Click 2dd. 3 Click &dd.
Teo remowe Paths: Highlight and click Cut. (Y| Palametersl

-~ Parameters 0000000 Start YWalue Residual Yars ——————— Group: ”1
=IIE

» Highlight REPAP, REINT and RESOE as the “From” and “To" variables.
Click on the “Add” push button. SEPATH will then create variance paths on lines 21
to 29 in the “Paths” string field of the “Path Construction Tool” dialog box shown

below.
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Path Construction Tool

— Paths

[ 2] =]

— Wamnables Path Type
L SN
Lo S
i~ Residual
T Correl

i~ Cowar.

=2)-->[BFAMB]
=21-18-=2)
[REAMB]-19->[BFAMB])
[EFAMB]I-20->[REAME]
[REINTI-21-[REINT]
[REPAP]-22-[REINT]

From: To:

| M anifest Lll | M arnifest Lll

[RESOE]-23-[REINT]

[REINTJ-24-[REPAP]

[REPAP]-25-[REPAP]

[RESOE]-26-[RE PAP]

[REINT]-27-[RESOE]

[REPAP]-28-[RESOE]
s

@? E dit Latentl - Cut I (i) Pastel Copy I

— Parameters ————— Start Yalue Besrdual %ars ETooT "1—
< Include [+ Increment I Include Base Mame- IZ EndGTeiTs
Par. #: |30 E Renumber I Walue: |-5 E Base Mumber: |3 4" Comment
T o =pecify Paths: To specify Correlations, Cowvariances, or
1. Select Arowe [F-->7"] ar “Wire [F<--r) Residuals: oK I
2. Select wvariables in the From list. 1. Set path tvpe to Cow. .Corr. . or Residual
3. Select wariables in the Ta list. 2. Select wariables in Ta list. Cancel I

4. Click Add. 3. Click &dd.
To remove F'aths: Highlight and click Cut.

» The above steps are repeated until all the covariance and variance paths between the

manifest variables in Figure 1.2 are specified.

* The path number for variances must be removed since they are fixed as per the path
diagram in Figure 1.2. For example in the path [REPAP]-21-[REPAP],

number 21 must be removed to give
[REPAP]--[REPAP].

When the above steps have been followed for all the dependence, variance and covariance paths in

the path diagram depicted in Figure 1.2, the complete model file for the Duncan, Hallers and Portes

application would appear as shown in next section.

7.3.3 MODEL FILE

2] Parameters I

The complete SEPATH model file for the model depicted in Figure 1.2 follows:

(REAMB)-1->[REOAP]
(REAMB)-2->[REEAP]
(BFAMB)-3->[BFOAP]
(BFAMB)-4->[BFEAP]
(E1)-->[REOAP]
(E1)-5-(E1)
(E2)-->[REEAP]
(E2)-6-(E2)
(E3)-->[BFEAP]
(E3)-7-(E3)
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(E4)-->[BFOAP]
(E4)-8-(E4)
[REPAP]-9->(REAMB)
[REINT]-10->(REAMB)
[RESOE]-11->(REAMB)
[BFSOE]-12->(REAMB)
(Z1)-->(REAMB)
(21)-13-(Z1)
[RESOE]-14->(BFAMB)
[BFSOE]-15->(BFAMB)
[BFINT]-16->(BFAMB)
[BFPAP]-17->(BFAMB)
(22)-->(BFAMB)
(22)-18-(22)
(REAMB)-19->(BFAMB)
(BFAMB)-20->(REAMB)
[REPAP]--[REPAP]
[REPAP]-22-[REINT]
[REPAP]-23-[RESOE]
[REPAP]-24-[BFSOE]
[REPAP]-25-[BFINT]
[REPAP]-26-[BFPAP]
[REINT]--[REINT]
[REINT]-28-[RESOE]
[REINT]-29-[BFSOE]
[REINT]-30-[BFINT]
[REINT]-31-[BFPAP]
[RESOE]--[RESOE]
[RESOE]-33-[BFSOE]
[RESOE]-34-[BFINT]
[RESOE]-35-[BFPAP]
[BFSOE]--[BFSOE]
[BFSOE]-37-[BFINT]
[BFSOE]-38-[BFPAP]
[BFINT]--[BFINT]
[BFINT]-40-[BFPAP]
[BFPAP]--[BFPAP]

7.3.4 RUNNING SEPATH

When all the dependence paths, the variance paths and the covariance paths have been
specified, click on the “Parameter” push button to activate the “Analysis Parameters” dialog

box shown below.
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Analyziz Parameters HE I

— Data to Analyze Output Options

ENE

I+ Standard Errors

No. Decimal

i~ Cowariances
t Places:

~iC
" Moments

— Convergence Criteria

oo (3

Max. Residual
Coszine:

DK [Accept parameters]

LCancel [Ho changes]

Relative Funct.

Change: I":":":l["]':l E

Bestore Defaults

— Discrepancy Function
" Maximum Likelihood [ML]

" Generalized Least Squares [GL5]
i+ GLS->ML

" Ordinary Least Squares [OLS])

" ADFG

" ADFU

— Global Iteration Parameters —

[30 =
Longen: o0 [10000 (5]
terations: o [0 El
Step Tolerance: |_|]|]1 E

Maximum No. of
Iterations:

— Imitial ¥alues

* Default ¢ Automatic

— Standardization M anifest Exogenous

— Line Search Method

— Line Search Parameters —

Max. HNo. of
Stephalves:

L=

e B
Sets oo [

T Mew i Free i+ Cubic Interpolation Golden |_5
—oid " Fixed i~ Golden Section 2‘3:;':*‘ ;au;l E
* Hone * User = Simple Stephalving P:::ec?s?on!c - |.1 E

ANALYSIS PARAMETERS

The “Analysis Parameters” dialog box shown above allows the user to specify the numerous

parameters and options for the analysis.

DATA TO ANALYZE
The options here are
. Covariances
If this option is selected, and the covariance matrix can be reconstructed from the data,

SEPATH will analyze the covariance matrix of the input variables, regardless of what kind of
data are input.

. Correlations

If this option is selected, SEPATH will calculate the correlation matrix from the input data

and analyze it.

. Moments

If this option is selected, SEPATH will analyze the augmented product-moment matrix
instead of the covariance matrix. This option is selected when you are analyzing models

involving intercepts or structured means.

DISCREPANCY FUNCTION
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In this section of the “Analysis parameters"” dialog box, the user specifies the estimation method to

yield parameter estimates. The options available are

Maximum Likelihood (ML)

Generalized Least Squares (GLS)

GLS --> ML (GLS followed by ML). This is the default option.
Ordinary Least Squares (OLS)

Asymptotically Distribution Free Gramian (ADFG)
Asymptotically Distribution Free Unbiased (ADFU)

STANDARDIZATION
In this section of the “Analysis Parameters” dialog box, the user chooses to generate either a

standardized solution (where latent variables all have unit variances) by one of two methods, or an

unstandadized solution. The three options are

New.

If this option is selected, SEPATH estimates a standardized solution via constrained
estimation.

Old.

If this option is selected, SEPATH estimates a standardized solution without using
constrained estimation.

None.

If this option is selected, an unstandardized solution is calculated.

MANIFEST EXOGENOUS

The options available are

Fixed

If this option is selected, the variances and covariances for manifest exogenous variables are
fixed (at the value of the observed variances and covariances) during iteration, then treated as
if they were free parameters at the end of the iteration.

Free

If this option is selected, the variances and covariances among the manifest exogenous
variables are treated as free parameters and added to the model, although their values are not
shown.

User
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If this option is selected, the user must account for the variances and covariances of all

manifest exogenous variables, using standard PATH1 syntax.

INITIAL VALUES
In this section of the “Analysis Parameters” dialog box, the user selects the method employed to find
initial  values for free parameters. The options available are:

. Default.
The default method uses 0.5 for all free parameters, except variances and covariances (or
correlations) of manifest exogenous variables.

. Automatic
If this option is selected, the initial values are obtained by using a minor adaptation of the
technique described by McDonald and Hartmann (1992).

CONVERGENCE CRITERIA
In this box of the “Analysis Parameters" dialog box, you can adjust constants that can directly affect
the point during iteration at which the program decides convergence has occurred. The default
values produce desirable results for a wide variety of problems, and you will seldom need to adjust
these criteria. The options available are:
. Maximum residual cosine criterion.

The default value for this option is 0.0001.
. Relative function change criterion.

In general, the value here must be kept very low, or it may cause iteration to terminate

prematurely.

GLOBAL ITERATION PARAMETERS.

In this section of the “Analysis Parameters” dialog box, you enter parameters that control the basic
iterative process. The options available are:

. Maximum number of iterations.

In this field, you enter the maximum number of iterations allowed. The default number is 30.

. Maximum step length.
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In this field, you enter the maximum length of the step vector that will be allowed. The
default number is 10000.

Number of steepest descent iterations.

In this field, you enter a number of Steepest Descent Iterations to proceed the standard
iterations. The default value is 0.

Step tolerance.

In this field, you enter a tolerance value at which a parameter is temporarily eliminated from
the iterative process. The tolerance value is basically one minus the squared multiple
correlation of a parameter with the other parameters. The default value is 0.0001.

LINE SEARCH METHOD
In this section of the “Analysis Parameters” dialog box, you choose a basic line search method.

There are three methods for choosing the length of the steps. These are:

Cubic interpolation.

This method is reasonably fast and rather robust. It works well in a vast majority of
circumstances.

Golden section.

This method tries to solve the one dimensional minimization problem exactly on each
iteration. It often converges in slightly less iteration than cubic interpolation, but takes
longer, because it requires more function evaluations on each iteration.

Simple stephalving.

This method is the fastest, but will fail to converge for a fair number of problems on which

the other two, more sophisticated methods succeed.

LINE SEARCH PARAMETERS.
In this section of the “Analysis Parameter” dialog box, you choose numerical parameters that control

the performance of the line search method you have chosen. The options available are:

Max. no. of stephalves.

This parameter sets the maximum number of stephalves allowed on a single iteration if the
Simple stephalving line search method is used.

Stephalve fraction

This parameter sets the fraction by which the current step is multiplied when Simple

Stephalving is used as the line search method.
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Cubic LS alpha.

This parameter controls how large a reduction in the discrepancy function has to be made
before a step is considered acceptable when the Cubic Interpolation line search is used. The
default value is 0,0001.

Golden section tau.

This parameter controls the width of the range to which the Golden Section line search is
limited.

Golden search precision.

This parameter controls the precision of estimation in a Golden Section line search.

OUTPUT OPTIONS

The options in this section of the “Analysis Parameters” dialog box allow you some preliminary

control over the appearance of your output. The options available are:

No. of decimal places.

Here you can set the number of decimal places displayed by default in the text output. The
number can be any integer from 1 to 6.

Standard error

If this box is checked, the program will display estimated standard errors for all parameters in
the PATHL text output, and Model Summary Scrollsheet. However, if OLS estimation is
performed, or the “old” standardization method is employed, standard errors will not be
available.

Select the required parameters by clicking on the right Check Boxes and then click on the
“OK (accept parameters)” push button.

The above action will again activate the “Startup” dialog box shown below again.
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EH Structural Equation Modeling
Data File: DHP[AA).STA [Covanance Matnx]

Model File: TRUE-T.CHD
Groups: none
—PATH MODEL

Cancel
= {Open Model! |
] Hew Model I
F27 Edit Text of Model |

=" Open Data I

SELECT
CASES

E dit with Path T ool

LCases I

S‘E\ Use Path Wizards

OK [Execute Current Model] I

—OPTIONS

%]  Set Parameters | MOMNTE CARLD

(=5 Specify Groups I ?&5; Setup/run Analysis I

Review Results I

il Bewiew Descriptives I

To run the program, click on the “OK (Execute Current Model)” push button.

If there are no syntax errors, iteration will commence until the dialog box below appears.

E Iteration Results 2
" Itn # Discrepancy RCos Lambda MAXCON HRP MRC MAIC Steplen
i * 4 B.078568 O.017579 1.00080808 .B1562 2 a (1] a.81%
Do* S A.678416 0.005445 1.0008600 .baap28 2 a (1] 8. 0802
* 5} f.698558 @8.274758 1.000800 .baap28 a a (1] 6. 6680
* 1 p.682054 0.613284 1_.0608800 . BRas7 6 2 a (1] 6.819
| * 2 0.681994 O.002856 1.0680800 . 8aa[25 2 a (i} 6. 8082
. *® 3 0.681991 0O.008646 1.0608800 .Baaae 2 a 8 _4B7E-83
* 4 A.681998 A.0808139 1.068808488 .apapan 2 a 8 _189E-A3
* 5 A.681998 A.00AA43 1._068808488 .apapan 2 a 8 _269E-a4
*
Solution appears to have converged normally. Cancel (114
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7.35 THE SEPATH OUTPUT FILE FOR THE DUNCAN, HALLER

AND PORTES APPLICATION

The output of SEPATH for the Duncan, Haller and Portes' application are provided in various dialog

boxes that can be accessed by clicking on the push buttons in the “Structural Equation Modeling

Results” dialog box shown below.

E] Stuctural Equation Modeling Results

Method of Estimation: GL3 ->= ML Chi-%quare 3tatistic: Z&.5929
Discrepancy PFPunction: 0.05Z2 Degreez of Freedom: 16
Maximaum Residual Cosine: 4. Z29E-005 Chi-Sguare p-lewel: 0.042690
Max. Ahs. Gradient: 1.0%E-005 Steiger-Lind RMSEL
Max. Ahs. Constraint: 4. 16E-00%2 ——->Point Estimate: 0.044
IC3F Criterion: 1l.259E-005 ——>Lower 20% Bound: 0
ICS Criterion: 4.61E-005 —=>=Upper 90% Bound: 0.073d
EBoundary Conditions: 0O FM3 Stand. Residual: 0.0203
— Goodneszz-of-Fit Indices
Model Summary Cancel I
Hf Moncentrality-Baszed Indices I
il Basic Summary Statistics I
Hfl DOther Single 5Sample Indices I — Analysis of Besiduals
Hf LaGrange Multiplier Statistics I it Standardized Besiduals I
. Tests of Assumptions il Hommalized Residuals I
B Univariate Skewness I BB Multivariate Kur[.I Mormal Probability Plok I
B Univariate Kurtosis I HFf Beflector Matrix I il Input M atrix I
] ] {Reproduced Matrix:
Iteration History I i R

Summaries of the results appear in the string field of the “Structural Equation Modeling Results”

dialog box.

1.

Method of Estimation: GLS -> ML
This indicates that SEPATH starts the analysis with GLS estimation and switches over to ML
estimation.

The Discrepancy Function Value: 0.082

This is the minimal value of the discrepancy function F(S, z (Q) ),

where S is the sample covariance matrix, 6 contains the unknown parameters of the
Structural Equation Model and Z(Q) is the structural model for the population covariance

matrix Z )
The Maximum Residual Cosine value.

The Maximum Absolute Constraint value.

The Acronym ICSF stands for Invariance under a Constant Scaling Factor.
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10.

11.
12.

The Acronym ICS stands for Invariance under Change of Scale.

Value of the Chi-square Statistic. This value is obtained as (N-1)Fm.(S, Z (@), where N

denotes the sample size and @ is the estimate of 6.

The Degrees of Freedom of the Chi-square distribution of (N-l)F(S,Z(é)) is given by

[p(p+1)/2]-q, where p is the number of manifest variables and g denotes the number of free
parameters.

Chi-square significance level. This is the area under the chi-square distribution curve to the
right hand side of the chi-square statistic.

Steiger-Lind RMSEA (Root Mean Square Error of Approximation) point estimate. This

value is obtained by using the formula R"= F , Where v is the degrees of freedom and F~
]

. . * 1 pag pa —1|j
isgivenby F = ETrgS - Z (9)){2 (9)} ik
where Tr[A] is the trace of the square matrix A.

The lower and upper limits of the 90% confidence interval for the RMSEA.
RMS (Root Mean Square) Standardized Residual.

GOODNESS OF FIT INDICES

Under this heading we have the "Noncentrality-Based Indices"”, "Other Single Sample Indices" and

the "LaGrange Multiplier Statistics as" shown in the dialog box above.

Click on the "Noncentrality-Based Indices” push button to load the dialog box shown below.

STATISTICA: Structural Equation Modeling - [Moncentrality Fit Indices [(dhplpej> IWIEII%
File Edit “iew Analwsiz Graph: Options wWindow Help

%I@I EolumnsIHowsl @I@J HI"""IH‘MI Tn:'ﬁlﬁl

: Lowser 90 Tpper 903
e Conf . Bou | Estinate |®E0ESEET
Fopulation Honcentrality Parameter o.oo0o0 031

Steiger—Lind REMSEA Index o.ooo 044
MoDonald Honcentrality Index .a58 .985
Population Gamms Index 983 . 994

‘opulation Gamnma Index L9432 .379

L) The Point estimate of the Population Noncentrality Parameter is given by NF"
The 90% confidence interval for the Population Noncentrality Parameter is also given
in the string field the of "Structural Equation Modeling Results™ dialog box.

* The Steiger-Lind RMSEA Index point estimate and confidence interval are as

266



described in 10 above.

» The McDonald Noncentrality Index is given by

=
Exp( —).
(")
» The estimated Population Gamma Index is given by
Tr§ @Z ©H D
» The estimated Adjusted Population Gamma Index is given by
ra 1 EWelV. EME /V
aWd / p*

where € = (6 —399 , 0= vecs(z (é)) , $=vec(S), and Vecs(S) denotes the %p(p+1) x 1

vector formed by stacking the non-duplicated elements of the p x p symmetric matrix S.
To view the other Goodness of fit Indices, click on the “Continue” push button. This action
will load the “Structural Equation Modeling Results” dialog box.

Click on the “Other Single Sample Indices” push button to load the dialog box shown below.

E;] STATISTICA: Structural Equation Modeling - [Single 5ample Fit Indices [dhp[pez

Efile Edit Wiew Analysiz Graphs  Option:  Window  Help

[984306243642337 Columns|Rows | [& 2] (H[]iz] [G2[:58] ] (]

Continue...

Joreskog GFI
Joreskog AGFI
Akaike Information Criterion L3320
Schwarz's Bayesian Criterion et
Browne-Cudeck Cross Validation Index .328
Independence Model Chi-Sgquare a72.001
Independence Model di 45 000
Bent ler—Bonett Hormed Fit Index L9693
Bentler-Bonett Hon-Normed Fit Index J963
Bentler Comparative Fit Index .987
James—Hulaik-Brett Parsimonious Fit Index 345
Bollen's Rho .913
Bollen's Delta .987

» The J&eskog — S&bom GFI is computed as
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O

r, =

p
O O _1ﬁ
Tr%@i%@m% O

The J&eskog — S&bom AGFI is given by

1- (1) yy)

o O
where y,, isthe GFlindex y,, =

p
O u| _1ﬁ .
Tr@%%@ML% O

gU B
The rescaled Akaike Information Criterion is computed from
0 2f
A= Fuiet —=
k ML,k N -1

O
where F y_k is the minimal value of the maximum likelihood discrepancy function,
fi is the number of free parameters for the model and N is the sample size.
Schwarz’s Bayesian Creterion is computed from

f In(N)

O
SKi=F ik +
k ML,k N -1

The Browne-Cudeck Cross Validation Index is computed from
— 20,
Ck=Fm(S, Zkéﬁ@ + N——p—2

where v, is the degrees of freedom for the k’th model.

The Independence Model Chi-square and df are the Chi-square goodness-of-fit
statistic, and associated degrees of freedom, for the hypothesis that the population
covariances are all zero. Under the assumption of multivariate normality, this
hypothesis can only be true if the variables are all independent. The “Independence
Model” is used as the “Null Model” in several comparative fit indices.

The Bentler-Bonett Normed Fit Index is computed from

O O
Fo_Fk
O

Fo

Bk:

O
where F, is the minimal discrepancy function value for the “Null Model”
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O
F« is the minimal discrepancy function value for the k’th model.

L) The Bentler-Bonett Non-Normed Fit Index is computed from
Fo_Fx
BNNg =20
Fo_ 1
u, N-1

0

where v, is the degrees of freedom for the “Null Model”

» The Bentler Comparative Fit Index (CFly) is computed as
O
CFl, =1- 1

T

0

O
where T, is the estimated non-centrality parameter for the k’th model

O
T, is the estimated non-centrality parameter for the “Null Model”.

» The James-Mulaik-Brett Parsimonious Fix Index is computed from the formula
. U
i =% Bk
UO
» Bollen’s Rho is computed as:
Fo_Fu
R v, U
pk - o) Kk
Fo
UO
* Bollen’s Delta is computed from:
Ak — Ifo _Uk
F - Wk

To view the remaining Goodness of fit Indices, click on the “Continue™ push button to reload

“Structural Equation Modeling Results” dialog box.

Click on the “LaGrange Multiplier Statistics” push button to load the dialog box shown
below.
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Eﬁl STATISTICA: Structural Equation Modeling - [LaGrange Multiplier Statistics [dhi |E
ﬁ File Edit “iew Analysiz Graphz  Options  Window  Help

[100000001268365 8] @)] [Columns|Rows| (@€ [H[-h]is] [58]:28] [3] (=]

LaGrangs= Standard
ol Variance Hultlpl?er Error
REQAP . —.goo —.0oo
.goo —.0oo
BFOAFP 1.000 —.0oo —.0on
BFEAFP 1.000 —. 000 .0on
» The values of the Lagrange multipliers that were used to constrain the variances of

the endogenous manifest variables to unity and the corresponding standard errors are
shown in the dialog box above.
To view the “Model Summary”, click on the “Continue” push button to reload the
“Structural Equation Modeling Results” dialog box.

Click on the “Model Summary" push button to load the dialog box shown below.

B STATISTICA: Shucimal Uoesiion Modaling - [Modal Eibimstaz |pap-dhs. cial]
qummw—w-wu# =l =i

Standsrd
[ i Sra ik
mai il L& ik
i i ik
RFEOAF
|;n::|.:| —5— {'n::l.; 14
EZ i——:[EEELF]
[ L3 0oL
14
4 04 J
14 [T 4 0oL
ns1 T [iTiT]
Ji] n5a 1T LTIl
pg Ukl 1. 525 LU
i 73 NEE 1 &40 i
nay [ i 883 i il
(LA B il
o=

The "Model Summary" dialog box presents model output in a Scrollsheet form that is

convenient for further analyses. For each path of the model, the following information is

given:

» Path representation
* Parameter estimate
* Standard error

* T-statistic

» Probability level.

To view the “Basic Summary Statistics”, click on the “Continue” push button to reload the
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"Structural Equation Modeling Result" dialog box.

. Click on the “Basic Summary Statistics™ push button to load the dialog box shown below.

Edit Wiews Analpziz Graphs Options ‘Window Help

904130652146 Columns [Rows] (&S] Ik [5E]528]

Continue...

Valu=

Di=screpancy Function .oz
Haxzimum Residual Cosine .ooo
Mazimum Absolute Gradient .ooo
ICSF Criterion .ooo
ICS Criterion .ooo
ML Chi—-Sguare 2B .893
Degrees of Fresdom 1e. 000
p—level .043
EMS Standardize=ed Residual .0z20

The information above are the same as those found in the string field of the “Structural Equation

Modeling Results” dialog box.

ANALYSIS OF RESIDUALS
Under this heading, we have the "Standardized Residuals”, "Normalized Residuals”, "Normal
Probability Plot", "Input Matrix" and "Reproduced Matrix™ push buttons as shown in the “Structural

Equation Modeling Results” dialog box.

To view the output under the “Analysis of Residuals” do the following:
. Click on the “Continue™ push button of the “Basic Summary Statistics” dialog box to load the
“Structural Equation Modeling Results” dialog box.

. Click on the “Standard Residuals” push button to load the dialog box shown below.

i STATISTICA: Structural Equation Modeling - [Standardized Residuals [dhp[pep/= |EI§I& EmEER
E Eil= Edit “iew Analyziz Graphs Option:  Window Help — = x|

RESCE REOQAP REEAF BEINT ‘:II
0.o0o —.0noo .01 —.013
—.0oo —.0noo —. 026 e
0.o0o —.0oo -.033 025
—.0o0 0.000 .038 —. 030
-.033 .038 .o01 .00l

.025 —.03n0 .o01 .00l
0.o0o 0.000 .n42 .013
0.o0o —.0oo -. 027 —. 039
-.004 -.013 .091 -.0z3

.003 009 -.027 —.009

The matrix above represents the difference between the sample correlation matrix and the fitted
(reproduced) correlation matrix.
. Click on the “Continue” push button of the “Standard Residuals” dialog box above to reload

the “Structural Equation Modeling Results” dialog box.
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Click on the *“ Normalized Residuals” push button to load the dialog box shown below.

Eﬂl STATISTICA: Structural Equation Modeling - [Normalized Residuals [pep-dhp.sta]]
EE”E Edit Yiew Analpsic Graph: Options  Window Help _|E|i|
o, %llﬁl Columns [Rows || @G [tk [isz] [58]:28] [is] [ian)
O T e REFAF | RESOE | REOAFP | REEAP | BFINT | BFEAP ‘ EFSCE ‘ EF ]
0.000 | 0.000  0.000 .295 | —.218 | 0D.000 | 0.00D0 )
2| REPAF 0,000 | 0.000 000 | —.000 | —. 454 J350 | 0.000 | 0.0d0 @ -
Ef|| rRESCOE 0.000 .000 | 0.000 | 0.000 | —.GE4 .432 | 0.000 | 0.000 | —.1
abl REOAF 0.000  —.000  0.000 | 0.000 675 | —.518 | 0.000 oo -
REEAFP .295 | —.454 | —.GE4 675 .00n9 022 L7311 — . 491 | 1!
EFINT —.z218 350 .432 | —.518 .0z22 010 .219 | —.710 | —.:
= BEPAP 0.000  0.000  0.000 | 0.000 731 .21% | 0.000 | 0.0da0 1
EFSOE 0.000 | 0.000 | 0.000 .000 | —.491 | —. 710 | 0.000 | 0.000 | —.
l=|| EFOAF 093 | —.200 | —.063  —.222 | 1.574 | — 395 .186  —-.671 N
=l EFE&E 301 189 045 153 | — 487 | — 158 | — 094 426 N

The matrix is the normalized residuals. These residuals are divided by estimates of their standard

errors, to provide a measure that, in large samples, is approximately normally distributed when the

model fits perfectly in the population.

. Click on the “Continue” push button of the *“ Normalized Residuals” dialog box above to
reload the “Structural Equation Modeling Results” dialog box.

. Click on the "Normal Probability Plot" push button to load the dialog box shown below.

ISTATISTICA: Structural Equation Modeling - [Graph1: Hormal Probability Plot]

File Edit “iew Insert Lapouts Analysiz Graphs Options  Windows Help — =] =]
51. 2.48 [pyn] [FE[m@) [E) (2] [ELGEHED &) [(n | EEEIE = E)

Continue... I

Mormal Probability Plot
FHormalized Residuals

Expected Narmal Value

Walue

The normal probability plot of the residuals may be used to detect departures from normality, perfect
fit or both.

. Click on the “Continue” push button of the “Normal Probability Plot" dialog box above to
reload the “Structural Equation Modeling Results” dialog box.

. Click on the "Input Matrix" push button to load the dialog box shown below.
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7

STATISTICA: Structural Equation Modeling - [Input Matrix [pep-dhp_sta]]

E_ile Edit “iew Analpsiz Graphs Option:  Window Help _Iﬁllil
[1. Columns [Rows| @Sl [kl AkJi] [523]5220
Continue... Sofrgégtlon Matri=x ;I
i) ]
Feo REFAFP | RESOE | REQAP | FEEEAFP | EFIHNT | EFFAFP ‘ EFSOE ‘ BFt
53] 184 .222 410 404 .336 FTE 186 .
B REEPALP .154 1.000 .049 .214 . 274 .a7sa .115 .019 N
RESOE 222 .049 1.000 . 324 .405 . 230 L0993 . 271 E
REOAP .410 .214 . 324 1.000 625 L2949 LO76 L2193
=g REEALP .404 .274 .405 625 1.000 . 286 .a7n .241 3
EFIHNT L3356 .o7a . 230 .2949 . 286 1. 000 .209 . 295 L
[=| EFFAFP .1o2 .115 .093 L0746 .a7n L2049 1.000 —. 044 E
EFSOE .186 .0149 .271 .293 . 241 . 295 —. 044 1.000 3
= EFOAP . 260 .054 L2749 .422 .327 501 L1399 . 361 1.1
EFELP L2190 112 . 305 . 327 . 367 L5149 .278 .410 N
sl

This is the sample correlation matrix used in the analysis.
. Click on the “Continue™ push button of the “Input Matrix” dialog box above to reload the

“Structural Equation Modeling Results” dialog box shown below.

E;] STATISTICA: Structural Equation Modeling - [Reproduced Matrix [pep-dhp_stall

EE”E Edit Yiew Analyzis Graphz Optiohs  Window Help _|5||5|

B @) [Cotumns[Rows) @Y (1) (G815 (= (el

REFPAFP RESOE REQAP REEAP BEFIHT EFFAFP ‘ BFSOE ‘ EIFL:II

184 L2272 . 393 . 417 L 336 1oz 186 i

1.000 L0449 L2349 . 254 .o7a L1115 .n19 N

049 1.000 . 357 L3749 . 230 093 271 .
. L2349 L3587 . 999 L B23 258 103 . 255
REEAP 417 254 .a79 623 .9949 274 .110 270
EFINT 336 078 . 230 . 258 274 1. 000 209 L2985
Iy EFEAP 102 115 093 103 .110 L2049 1.000 —. 044
BFSOE 186 019 271 . 255 270 . 295 —. 044 1.000

=] EFOAP . 255 . Q095 .28z . 330 . 351 . 489 237 L3374 .

=] EFEAP 273 102 L2303 . 364 376 525 . 254 401 N
. Click on the "Reproduced Matrix" push button to load the dialog box shown below.

This is the correlation matrix calculated from the model by using the final parameter estimates as the
parameter values of the model.

273



CHAPTER 8
CONCLUSIONS AND RECOMMENDATIONS

8.1 INTRODUCTION

In this treatise the use of six Structural Equation Modeling programs, namely: AMOS, EQS,
LISREL, Mx, RAMONA and SEPATH have been reviewed. The six programs were reviewed in
terms of general application. In addition, the use of the software for fitting the Duncan, Haller and

Portes’ model Figure 1.2 to the Sample Correlation matrix in Table 1.3 are illustrated.

When using each of the programs to fit the model depicted in Figure 1.2 to the correlation matrix in
Table 1.3, the positive impressions and the difficulties encountered with each program were noted.
In the next six sections of this chapter, the positive impressions and the difficulties encountered with
each program are provided. In addition, some recommendations are made based on the difficulties

encountered as a first time user of these programs.

8.2 AMOS

The following impressive observations were made on using AMOS to fit the model depicted in

Figure 1.2 to the correlation matrix provided in Table 1.3.

1. | found the drawing of the path diagram in Figure 1.2 in AMOS very easy.
2. The resulting path diagram is of excellent quality.
3 | admired the display of the degrees of freedom at any stage in the drawing of a path

diagram. It helped me to see whether | was doing the right thing or not at each stage of
drawing the path diagram in Figure 1.2 in AMOS.
4. The modeling laboratory was very useful to me as a first time user. It allowed me to enter an

arbitrary choice of parameter values, and then observe the resulting implied moments and the
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resulting value of the discrepancy function. This unique feature could only be found in
AMOS.

Certain difficulties were encountered on using AMOS to fit the model depicted in Figure 1.2 to the

correlation matrix provided in Table 1.3. The difficulties are given below.

1.
2.

| was unable to draw the variances of the variables on the path diagram.

Although it was very easy to add error terms to variables in a path diagram, it took quite an
effort and time to get the error terms into positions to improve the appearance of the path
diagram. Moving an error term around in the diagram was not a straightforward matter for
me.

I had to fix the regression coefficients for the paths between “REAMB” and “REOAP”, and
“BFAMB” and “BFOAP” to one (1) before I could successfully run the job.

| was unable to open the input file with the extension “.amj” generated from the path diagram
in AMOS. | had to use Microsoft Word and Windows explorer to open this file.

| had to type the variances of the variables manually in the “.amj” file to complete the model
specification prior to running the job.

| found the User’s Guide too comprehensive. It took me a very long time to read through all

the relevant portions.

Based on my experience of using AMOS for the first time, 1 would like to propose the following

recommendations:

1.

The inclusion of features, which would enable users to draw the variances of variables,
would allow the user to draw more comprehensive path diagrams.

The feature, which enables the error terms to be moved around in a path diagram, should, if
possible, be improved to make it easier and faster to use.

The AMOS input file created from the path diagram is saved with an automatic extension
“.amj”. It would be a nice idea if this could be replaced by “.ami” to reflect the fact that it is
an “AMOS Input” file.

It would be a good idea if the AMOS input file is reproduced in the AMOS output file. This
would assist users in finding the parameter estimates in the output file because the input file
indicates which parameters are to be estimated as well as their paths.

I would like to suggest that a summarized version of the User’s Guide be made for first time
users so that they may not have to read big volumes to know how to use the program.

A feature, which allows users to open their input files within AMOS, will improve the user-

friendliness of AMOS.
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83 EQS

The following impressive observations were made on using EQS to fit the model depicted in Figure

1.2 to the correlation matrix provided in Table 1.3.

1.
2.
3.

| found the use of equations to specify the model very easy.

| found the structural equations very clear and unambiguous.

| found the specification of the model not complex at all. The structural equations were as
such that they were written for the paths as they appear in the path diagram of the model.
With the use of the “Create New Equations” window, | did not have to type the lines of the
structural equations for the model. This | found very useful in that it reduced the chance of
making a typing mistake to zero.

When | specified the model by typing in all the structural equations, it did not take long at all
since variables used in the structural equations are coded into V’s for manifest variables and
F’s for latent variables.

The input file is reproduced as part of the output file and numbered sequentially. This, I
found very helpful when reading the parameter estimates in the output file because the input
file indicated which parameters were to be estimated and on which path that was.

There were certain difficulties | encountered on using EQS to fit the model depicted in Figure 1.2 to

the correlation matrix provided in Table 1.3. These were:

1.

I had to manually enter the fixed parameters in the model, because the fixing of the
parameters could not be done when specifying the structural equations in the input file. This
took a bit of time to do.

| had to manually enter the labels in the input file after the input file had been created.

| had to enter all the specifications of the correlations between the independent variables in
the path diagram in the input file since those were not automatically generated as part of the
input file.

I had to fix the regression coefficients for the paths between “REAMB” (F1) and “REOAP”
(V4), and “BFAMB” (F2) and “BFOAP” (V10) to one (1) before I could successfully run
the job.

| found that it was not possible to get back to the “Create New Equations” window after it

has been used once to create the structural equations for the model. This meant that | had to

276



restart the specification of the structural equations whenever | found that a mistake had been
made.
| found the User’s Guide too comprehensive. It took me a very long time to read through all

the relevant portions.

Based on my experience on using EQS for the first time, | would like to propose the following

recommendations:

It would be a nice idea if the file name for files created in EQS could have more than eight
characters. There are times when one has to provide a file name, which has more than eight
characters, for identification purposes. This is not possible in EQS at the moment.

The inclusion of a feature, which would enable users to specify fixed parameters as the
structural equations are being constructed, would improve the user-friendliness of EQS.

The keyword “/DATA="is included automatically in the input file even when it has been
indicated that a separate data file has not been provided. A way should be found to stop this
“redundant” keyword from appearing.

The inclusion of a feature, which would enable users to provide labels for the input variables
at the start of the model specification, would improve the user-friendliness of EQS.

The user-friendliness of EQS would be further enhanced if users are allowed to get back to
the “Create New Equations” window which is used to create the structural equations of the
model.

I would like to suggest that a summarized version of the User’s Guide be made for first time

users so that they may not have to read big volumes to know how to use the program.

8.4 LISREL

The following impressive observations were made on using LISREL to fit the model depicted in

Figure 1.2 to the correlation matrix provided in Table 1.3.

1.

| was immensely impressed by the fact that there are three different ways of fitting Structural
Equation Models to data with LISREL 8.30.
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10.

| could generate the path diagram in Figure 1.2 from the SIMPLIS input file and also from
the LISREL input file. I could also do the reverses of these, that is, generate the SIMPLIS or
the LISREL input file from the drawing of the path diagram in Figure 1.2 in LISREL.

It was very easy to type the input file for the model depicted in Figure 1.2 in the SIMPLIS
command language. The SIMPLIS command language is very easy to understand and use.
This quality allowed me to specify the model in the input file by directly translating the path
diagram into the input commands.

It was easier for me to create the SIMPLIS input file interactively.

| found it very easy to draw the path diagram in Figure 1.2 in LISREL. The path diagram |
drew was of excellent quality.

| could easily display the initial values and fixed values on the path diagram.

| found the dialog boxes, which I used to specify the model in terms of the eight parameter
matrices of the LISREL model, very user-friendly.

| found that the LISREL 8.30 output file contained several goodness-of—fit statistics that are
well arranged.

The arrangement of the parameter estimates and the goodness-of-fit statistics in the output
file is very impressive.

The LISREL syntax or the SIMPLIS syntax in the input file was reproduced in the output
file. The presence of the reproduced input file helped me a lot to locate the parameter

estimates easily.

| encountered certain difficulties on using LISREL 8.30 to fit the model depicted in Figure 1.2 to the

correlation matrix in Table 1.3. The difficulties included:

1.

It was extremely difficult for me to know how to partition the parameters to be able to
specify the model in terms of the eight parameter matrices of the LISREL model.

| also found the specification of the model depicted in Figure 1.2 in the LISREL syntax too
theoretical. | only managed to get the model right after several trials.

| found the User’s Guide too comprehensive. It took me a very long time to read through all
the relevant portions.

| had to fix the factor loading for the paths between REAMB and REOAP, and BFAMB and
BFOAP to 1 before the program ran.

Based on my experience of using LISREL for the first time, | would like to propose the following
recommendations:
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1. | would like to strongly recommend that a way be found to make it easier for a user to
specify the eight parameter matrices of the LISREL model differently from what it is
currently. Getting to know which of the variables goes into which of the matrices: Eta, Beta,
Gamma, and so on is too mathematical.

2. I would like to suggest that a summarized version of the User’s Guide be made for first time
users so that they may not have to read big volumes to know how to use the program.

8.5 MXx

The following impressive observations were made on using Mx to fit the model depicted in Figure

1.2 to the correlation matrix provided in Table 1.3.

1.
2.

It was very easy to type the input script file of the model depicted in Figure 1.2.

| found the final input script file created for the model depicted in Figure 1.2, very easy to
read.

| found the use of the path diagram to generate the input script file of the model depicted in
Figure 1.2 easy.

The quality of the path diagram | drew was excellent.

| found the feature in Mx, which automatically assigns a starting value to a free parameter,
very helpful.

| found the feature, which enabled me to change the default starting values to the required
value, very helpful.

I was impressed with the fact that Mx provided an identity matrix as the matrix to be
analyzed in the graphics file created from the drawing of the path diagram for the model
depicted in Figure 1.2.

| like the fact that the Mx input script file was reproduced as part of the output file.

Certain difficulties were encountered on using Mx to fit the model depicted in Figure 1.2 to the

correlation matrix provided in Table 1.3. The difficulties are given below.

279



1. Since Mx uses the RAM model specification, | had to reorganize the order of the manifest
variables in the correlation matrix provided in Table 1.3 to reflect the variable order of the
RAM model before the job ran successfully.

2. Getting to know how to enter the values and numbers which were used to specify the model
in the matrices proved very difficult for me at the beginning. It took several trials before I got
things right.

3. Typing the Mx commands and keywords to form the input script was very time consuming.
All the required entries and the numerous zeros for all the four matrices of the RAM model
had to be entered.

4. The input script which was generated from the path diagram | drew for the model depicted in
Figure 1.2, had the number of manifest variable correctly as 10 but the number of
observations was automatically assigned to 100. I had to change it to the correct number 329.

5. | found the User’s Guide too comprehensive. It took me a very long time to read through all
the relevant portions.

6. Mx ran for a long time before it terminated.

7. | had to fix the factor loading for the paths between REAMB and REOAP, and BFAMB and
BFEAP to 1 before the program ran.

Based on my experience of using Mx for the first time, | would like to propose the following
recommendations:

1. The Mx input script file for the model depicted in Figure 1.2 was saved with an automatic
extension of “.mx”. All the other file extensions have three letters. | would like to suggest
that the extension “.mx” be made “.mxi” to reflect that the file is an Mx input file.

2. The Mx script file is generated automatically from the drawing of a path diagram. If the
reverse of this can be done, i.e. generating the path diagram form a script file, it would be
very helpful. It would help to easily identify errors if they occur, especially, in the script file.

3. If possible, changes should be made to the program so that user would not have to deal
directly with matrices as it is now. Figuring out which matrices to use and how to specify the
few required entries was very difficult for me.

4. It may be a good idea to have a blank, instead of the automatic “100” for the number of
observations in the input script generated from the path diagram. This may help to avoid the
possibility of a user making a mistake of using the number of observations of 100 instead of

another number.
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5. I would like to suggest that a summarized version of the User’s Guide be made for first time
users so that they may not have to read to volumes of material before they can use the
program.

6. The time it took before Mx terminated was very long. If this could be reduced, it would
improve the efficiency of the program.

8.6 RAMONA

The following impressive observations were made on using RAMONA to fit the model depicted in

Figure 1.2 to the correlation matrix provided in Table 1.3.

1.

| like the explanations and examples given in the RAMONA User’s Guide. The explanations
in the guide are precise. | did not have to read volumes of material before | figured out the
various paragraphs in the RAMONA Input System.

Typing the various commands, keywords and options in the input system for the model
depicted in Figure 1.2 was not difficult at all.

| did not have to make reference to any matrix in the typing of the various commands and
options.

I like the fact that the RAMONA input file was reproduced as part of the output file.

| found that the RAMONA output file contained a lot of goodness-of—fit statistics and that it

was very nicely arranged.

I encountered some difficulties on using RAMONA to fit the model depicted in Figure 1.2 to

the correlation matrix provided in Table 1.3. These included:

1.

Every path in the path diagram had to be typed manually in the input file. I found this very
time consuming.

The fact that | had to type the variable name as many times as they occur in the path diagram
of the depicted in Figure 1.2 meant that | had to be very careful not to make typing errors.
That made me go very slow in the typing.

| found the typing very time consuming since every path in the path diagram had to be

specified in the input file.

Based on my experience of using RAMONA for the first time, | would like to propose the following

recommendations:
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1. Improvements should be made to the program, if possible, to enable users to specify paths
between variables by simple clicks of push buttons.

2. The inclusion of a feature, which would enable users to enter the variable names only once
and be able to use them by simply selecting the variable needed, would help reduce the time
spent to type the input file.

8.7 SEPATH

The following impressive observations were made on using SEPATH to fit the model depicted in

Figure 1.2 to the correlation matrix provided in Table 1.3.

1.

o &~ N

| had the option of either typing the necessary commands to specify the model in the input
file or use the path tools available to generate the input file.

| found the use of the path tools to generate the input files to be very easy.

| typed the variable names once and used those I needed by simply selecting them.

I could specify several paths in the input file within a very short time.

| found the set up of the path tools very simple and it did not take long before I could use it
successfully.

| did not have to make reference to any matrix during the specification of the model in the
input file.

The single-headed and double-headed arrows are presented as check boxes. | only had to
check the required one to get it into the input file.

With just little care, | completed the specification of the model without errors.

| encountered some difficulties on using SEPATH to fit the model depicted in Figure 1.2 to the

correlation matrix provided in Table 1.3. These included:

1.

The output files produced in dialog boxes look excellent. What | did not like about them, is
that one has to scroll up and down and/or left and right to be able to read a complete file.

| had to manually delete the parameter numbers of all the double-headed arrows before the
program ran successfully.

| found the Text output file difficult to read. It is too compact.

| found the User’s Guide too comprehensive. It took me a very long time to read through all

the relevant portions.
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Based on my experience of using SEPATH for the first time, | would like to propose the following

recommendations:

1. The presentation of the output files in the dialog boxes should be improved to provide users
with access to view all parts of each dialog box at a time.

2. The layout of the text output file should be improved to make it clearer than at present.

3. Only a few goodness-of-fit statistics appear in the Text output file, as compared with the
output files in the dialog boxes. This should be checked so that the same information is found
in both types of output.

4. I would like to suggest that a summarized version of the User’s Guide be made for first time

users so that they may not have to read volumes of material before they can use the program.

8.8 COMPARING PARAMETER ESTIMATES OBTAINED FROM
AMOS, EQS, LISREL, Mx, RAMONA AND SEPATH

The parameter and standard error estimates, produced by AMOS, EQS, LISREL, Mx, RAMONA
and SEPATH for the Duncan, Haller and Portes SEM Application, are listed in Table 8.1

Table 8.1: Parameter Estimates produced by AMOS, EQS, LISREL, Mx, RAMONA and SEPATH.

PROGRAM
PATH AMOS EQS LISREL MXx RAMONA | SEPATH
1 REAMB — » REOAP 0.767 0.767 0.767 1.000 0.766 0.766
2 REAMB _____ 5 REEAP 0.813 0.814 0.813 0.813 0.814 0.814
3 BFAMB _____p BFEAP 0.825 0.828 0.825 0.825 0.829 0.828
4 BFAMB —3p BFOAP 0.774 0.772 0.774 1.000 0.772 0.772
5 BFAMB —» REAMB 0.174 0.176 0.174 0.176 0.175 0.175
6 REAMB —» BFAMB 0.184 0.184 0.184 0.187 0.184 0.184
7 REPAP —» REAMB 0.214 0.213 0.214 0.213 0.214 0.214
8 REINT —» REAMB 0.333 0.332 0.333 0.333 0.332 0.332
9 RESOE —p» REAMB 0.290 0.290 0.290 0.290 0.290 0.290
10 | RESOE ——p BFAMB 0.088 0.087 0.088 0.090 0.087 0.087
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11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

BFSOE
BFSOE
BFINT

BFPAP
REPAP
REPAP
REPAP
REPAP
REPAP
REINT

REINT

REINT

REINT

RESOE
RESOE
BFSOE
BFSOE
BFSOE
BFINT

REAMB
BFAMB
BFAMB
BFAMB
REINT
RESOE
BFSOE
BFINT
BFPAP
RESOE
BFSOE
BFINT
BFPAP
BFSOE
BFINT
BFPAP
BFINT
BFPAP
BFPAP

0.104
0.282
0.428
0.196
0.184
0.049
0.019
0.078
0.115
0.222
0.186
0.336
0.102
0.271
0.230
0.093
0.295
0.044
0.209

0.103
0.283
0.427
0.197
0.184
0.049
0.019
0.078
0.115
0.222
0.186
0.336
0.102
0.271
0.230
0.093
0.295
-0.044
0.209

0.103
0.282
0.438
0.197
0.184
0.049
0.019
0.078
0.115
0.222
0.186
0.336
0.102
0.271
0.230
0.093
0.295
0.044
0.209

0.103
0.281
0.437
0.196
0.184
0.049
0.019
0.078
0.115
0.222
0.186
0.336
0.102
0.271
0.230
0.093
0.295
-0.044
0.209

0.103
0.282
0.427
0.197
0.184
0.049
0.019
0.078
0.115
0.222
0.186
0.336
0.102
0.271
0.230
0.093
0.295
-0.044
0.209

0.103
0.282
0.427
0.197
0.184
0.049
0.019
0.078
0.115
0.222
0.186
0.336
0.102
0.271
0.230
0.093
0.295
-0.044
0.209

Table 8.2: Standard Error Estimates produced by AMOS, EQS, LISREL, Mx, RAMONA and SEPATH.

PROGRAM
PATH AMOS | EQS LISREL Mx | RAMONA | SEPATH
1 | REAMB —» REOAP 0.035 0.034
2 |REAMB ———» REEAP 0.033 0.033
3 |BFAMB ~—® BFEAP 0.029 0.029
4 |BFAMB _—__p BFOAP 0.031 0.031
5 | BFAMB ———p REAMB 0.086 0.086
6 | REAMB ——p BFAMB 0.078 0.078
7 | REPAP —» REAMB 0.049 0.049
8 |REINT ——» REAMB 0.051 0.051
9 |RESOE ~——— % REAMB 0.054 0.054
10 |[RESOE  —® BFAMB 0.056 0.056
11 | BFSOE ——p REAMB 0.061 0.061
12 | BFSOE ——Pp BFAMB 0.050 0.050
13 | BFINT —» BFAMB 0.048 0.048
14 | BFPAP —%» BFAMB 0.046 0.046
15 | REPAP € REINT 0.053 0.053
16 | REPAP € P RESOE 0.049 0.049
17 | REPAP q—p BFSOE 0.055 0.055
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18 | REPAP 4—)p BFINT 0.055 0.055
19 | REPAP <4—» BFPAP 0.054 0.054
20 | REINT <4—p RESOE 0.052 0.052
21 | REINT <4—» BFSOE 0.053 0.053
22 | REINT <> BFINT 0.049 0.049
23 | REINT <4—» BFPAP 0.055 0.055
24 | RESOE <«—> BFSOE 0.051 0.051
25 | RESOE <4—» BFINT 0.052 0.052
26 | BFSOE < > BFPAP 0.055 0.055
27 | BFSOE <«4—» BFINT 0.050 0.050
28 | BFSOE ¢ > BFPAP 0.055 0.055
29 | BFINT <4—p BFPAP 0.053 0.053
Table 8.3: Measures of Fit produced by AMOS, EQS, LISREL, Mx, RAMONA and SEPATH.
PROGRAM
MEASURES OF FIT AMOS EQS LISREL Mx RAMONA | SEPATH
1 Minimum Fit Function Chi-Square 26.803 26.840 26.833 | 27.002 26.870 26.893
2 Degrees of Freedom 16 16 16 16 16 16
3 p value 0.043 0.044 0.051 0.041 0.043 0.043
4 Normal Theory weighted least square chi- 26.084 26.197
square
5 Minimum Fit Function Value 0.083 0.082 0.082 0.082
6 Population Discrepancy Function Value (F,) 0.033 0.031 0.033
7 Root Mean Square Error of Approximation
(RMSEA) 0.045 0.044 0.046 0.046 0.044
8 p-value for Test of Close Fit (RMSEA <0.05) 0.591 0.561
9 Chi-square for Independence 862.753 | 872.155 862.637 | 862.155 872.001
10 | Degrees of Freedom 45 45 45 45 45
11 | Expected Cross-validation Index (ECVI) 0.320 0.318 0.320
12 | ECVI for Saturated Model 0.335 0.335 0.335
13 | ECVI for Independence Model 2.691 2.691
14 | Independence AIC 882.753 782.155 882.637
15 | Model AIC 104.830 | 104..801 104.197 | 104.988
16 | Saturated AIC 110.000 110.000
17 | Independence CAIC 930..484 930.597
18 | Model CAIC 291.877 291.444 291.243
19 | Saturated CAIC 373.783 373.783
20 | Normed Fit Index (NFI) 0.969 0.969 0.969 0.943 0.969 0.969
21 | Non-Normed Fit Index (NNFI) -0.406 0.963 0.976 0.963 0.963
22 | Parsimony Normed Fit Index (PNFI) 0.344 0.335 0.345 0.345
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23
24
25
26
27
28
29
30
31
32
33
34
35

36
37
38
39
40
41
42
43
44
45

Comparative Fit Index (CFI) 0.987 0.969 0.987 0.987 0.987
Incremental Fit Index (IFI) 0.987 0.987 0.987 0.987
Relative Fit Index (RFI) 0.913 0.913 0.913 0.913
Critical N (CN) 392.159

Estimated Non-centrality Parameter (NCP) 10.197

Root Mean Square Residual (RMR) 0.021 0.021 0.020 0.020
Standardized RMR 0.021 0.020 0.020
Goodness of Fit Index (GFI) 0.984 0.984 0.984 0.984
Adjusted Goodness of Fit Index (AGFI) 0.946 0.946 0.946 0.946
Parsimony Goodness of Fit Index (PGFI) 0.350 0.351 0.350

Tucker-Lewis Index (TLI) 0.963 0.963

BCC 107.537

BIC 342.677

Relative Non-centrality Index 0.974 0.987

Centrality Index 0.983

Schwarz Bayesian Criterion 0.771 0.771
Browne-Cudeck Single Sample Index (CVI) 0.328 0.328
James-Mulaik-Brett Parsimonious CFI 0.345

McDonald Index for Noncentrality 0.984 0.985
Population Noncentrality Parameter 0.031
Population Gamma Index 0.994
Adjusted Population Gamma Index 0.979
Akaike Information Criterion 0.320 0.320

The following observations were made from the parameter estimates produced by the six SEM

programs, parts of which are shown in Table 8.1, Table 8.2 and Table 8.3 above.

1.

RAMONA and SEPATH, which have the ability to analyze sample correlation matrix
correctly, produce estimated standard errors for the standardized parameter estimators while
AMOS, EQS, LISREL and Mx, which treat correlation structures as if they were covariance
structures, only produce the standardized parameter estimates.

The parameter estimates produced by AMOS, EQS, LISREL, Mx, RAMONA and SEPATH
are very close to each other.

All the six programs produced the same standardized solutions for the correlations between
the variables.

For all the measures of fit indices produced by more than one of the programs, the values

obtained are almost the same.
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8.9 RECOMMENDATIONS FOR FUTURE RESEARCH

There are many other Structural Equation Modeling programs that were not used in this study. These
include, amongst others, COSAN, LINCS, LISCOMP, MECOSA, SAS PROC CALIS. A study on
the use of these programs by a first time user to fit the model depicted in Figure 1.2 to the data in
provided in Table 1.3 would be interesting. The comments and recommendations would complement
those made in this study to give a comprehensive overview of the problems that first time users
encounter when using Structural Equation Modeling programs. The resulting recommendations

could be used to improve the user-friendliness of these SEM software packages.

All the six programs used in this study, except for RAMONA, can perform multi-group analyses. A
study in which the SEM programs with a multi-group analysis facility are compared in terms of the

experiences of a first time user in performing a multi-group analysis would be of interest.

A study in which a survey is conducted amongst users of Structural Equation Modeling programs
with the objective of assessing the user-friendliness and the difficulties encountered by them would
be interesting. Users could be asked to give their personal comments and recommendations on the
programs. Such a study could assist the authors of Structural Equation Modeling programs to

determine possible areas for improvements.
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