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Abstract

The Donald C. Backer Precision Array to Probe the Epoch of Reionization (PAPER, Parsons

et al., 2010) was built with an aim to detect the redshifted 21 cm Hydrogen line, which is likely

the best probe of thermal evolution of the intergalactic medium and reionization of neutral Hy-

drogen in our Universe. Observations of the 21 cm signal are challenged by bright astrophysical

foregrounds and systematics that require precise modeling in order to extract the cosmological

signal. In particular, the instrumental leakage of polarized foregrounds may contaminate the 21

cm power spectrum. In this work, we developed a formalism to describe the leakage due to

instrumental widefield effects in visibility-based power spectra and used it to predict contami-

nations in observations. We find the leakage due to a population of point sources to be higher

than the diffuse Galactic emission – for which we can predict minimal contaminations at k >

0.3hMpc−1. We also analyzed data from the last observing season of PAPER via all-sky imag-

ing with a view to characterize the foregrounds. We generated an all-sky catalogue of 88 sources

down to a flux density of 5 Jy. Moreover, we measured both polarized point source and the

Galactic diffuse emission, and used these measurements to constrain our model of polarization

leakage. We find the leakage due to a population of point sources to be 12% lower than the

prediction from our polarized model.
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CHAPTER 1

Introduction

Our understanding of cosmology has evolved significantly in the last two decades. The “concor-

dance model”: a model with only six parameters can be used to describe the vast majority of the

universe from its infancy, 13.7 billion years ago, through to its present state (Figure 1.1). Ob-

servations of the Cosmic Microwave Background radiation (CMB; Planck Collaboration, 2015),

the large scale structures (Tegmark et al., 2006) and the baryonic acoustic oscillations (Seo &

Eisenstein, 2005) are some of the best available probes to date that follows this model.

1.1 Cosmic History

In this section we discuss the cosmic evolution in a chronological order from its beginning to the

present state as described in Carroll & Ostlie (1996) and Bennett et al. (2005).

Approximately 10−43 seconds after the big bang, the temperature of the Universe was about

1032 K and gravitational, electromagnetic, weak and strong nuclear interactions existed as a

combined force (Bennett et al., 2005). Gravity then started to separate from all the other forces

and elementary particles and anti-particles were created. The unification of all the basic forces

1



INTRODUCTION 2

Figure 1.1: Timeline of the Universe’s evolution with some of the milestones highlighted.

but gravity is referred to as the Grand Unified Theory (GUT; Lyth & Stewart, 1995; Kolb et al.,

1996). At t = 10−38 seconds, GUT predicts that the temperature had cooled down to 1027 K

when the strong nuclear force separated from the electroweak interaction. This force separation

trigged cosmic inflation (Linder, 1990; Linde, 2008) and consequently the Universe grew in size

by a factor of 1050 from t = 10−36 seconds to t = 10−32 seconds. The electroweak era lasted till

t = 10−12 seconds (Sather, 1996; Rafelski & Birrell, 2014) when the temperature dropped from

1015 to 1013 K and elementary particles (photons, gluons and quarks) were formed (Kajantie &

Kurki-Suonio, 1986; Fuller et al., 1988; Kolb & Turner, 1994; Rafelski & Birrell, 2014), and

the electroweak force split into electromagnetic and weak nuclear force. Eventually, the four

fundamental forces that govern all the processes in the Universe were separated from each other.

At t = 10−6 seconds, the temperature is estimated to be between 1013 to 1010 K, sufficiently

low to allow baryogenesis. Nucleosynthesis began when the Universe was∼1 second old, lasting
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for∼17 minutes (Fuller et al., 1988; Mathews et al., 1990; Malaney & Mathews, 1993), when the

temperature dropped to 107 K. Photons and baryons remained tightly coupled till the Universe

was ∼380000 years old, and the temperature was ∼3000 K, allowing electrons and protons to

combine and form neutral Hydrogen (Kamionkowski, 2007). Radiation was now able to move

freely after decoupling from matter, and the Universe became transparent. This relic radiation

is known as the Cosmic Microwave Background (CMB; Planck Collaboration, 2015; Planck

Collaboration et al., 2016a,b).

The first luminous sources likely formed only ∼150 million years afterwards (e.g., Yoshida

et al., 2012; Bromm, 2013; Jeon, 2015) as very massive stars. These early massive stars emitted a

background of ultraviolet radiation that, eventually, escaped the host galaxies and began to ionize

the Hydrogen in the surrounding intergalactic medium (IGM). This phase transition is called the

Epoch of Reionization (EoR; e.g., Zaroubi, 2013). The bubbles of ionized Hydrogen (HII) grew

bigger until they merged with each other, eventually ionizing the IGM completely.

Evidences of cosmic reionization come from observations of the Gunn-Peterson trough to-

wards distant quasars (Fan et al., 2006; Becker et al., 2015; Mortlock, 2015), the Lyα dropout in

high-redshift galaxies (Stark et al., 2011; Dijkstra, 2014; Pentericci et al., 2014) and large scale

CMB polarization anisotropies (Planck Collaboration et al., 2016a,b). The 21 cm hyperfine line

from neutral Hydrogen (HI) is, however, the most promising tool to study reionization as it di-

rectly probes the evolution of the IGM (Madau et al., 1997; Barkana & Loeb, 2001; Furlanetto

et al., 2006). In the next section, we will present a theoretical summary of the 21 cm line in the

cosmological context.

1.2 The 21 cm hyperfine Hydrogen line

The energy difference between the proton-electron symmetric (hyperfine) and anti–symmetric

configurations of the HI atom is radiated as a spectral line with a rest-frame wavelength of ap-

proximately 21 cm, or 1421 MHz. If emitted by a z > 6 cloud, the 21 cm line is redshifted to

frequencies ν < 200 MHz. The brightness temperature Tb of such a cloud can be expressed as
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(Furlanetto et al., 2006):

δTb(ν) ≈ 27xHI

[
1−TCMB(z)

Ts

]
(1+δ)

[
H(z)/(1 + z)

dνr/dr

][
1 + z

10

0.15

ΩMh2

]1/2[
Ωbh

2

0.023

][
1− Yp
0.75

]
mK

(1.1)

where xHI is the HI neutral fraction, Ts is the 21 cm spin temperature that drives the population

of the excited hyperfine level, TCMB is the CMB temperature, δ is the matter density contrast,

dνr/dr is the comoving gradient of the line of sight velocity component, H(z) is the Hubble

constant, Yp is the Helium mass fraction, and ΩM and Ωb are the matter and baryon density

parameters respectively.

The 21 cm signal from neutral Hydrogen is therefore observable only if Ts 6= TCMB, or, in

other words, if it is coupled to the gas kinetic temperature Tk, which is the other variable at play.

There are two mechanisms that can couple the spin temperature to the gas temperature. When the

Universe’s gas density is sufficiently high, collisions amongst atoms induce spin flip transitions

that set Ts = Tk. The second coupling mechanism is known as the Wouthuysen-Field effect

(Wouthuysen, 1952; Field, 1959) and is illustrated in Figure 1.2. When a Hydrogen atom in its

singlet state (1S) absorbs a Lyα photon, it jumps to either of the 2P states. However, when the

electron decays to lower energy levels, the atom may not return to the hyperfine singlet (11S1
2
)

state but, instead, may emit a longer wavelength photon and transition to the hyperfine triplet

state (10S1
2
). Thus, Hydrogen atoms can change their hyperfine state through the absorption and

spontaneous re-emission of Lyα photons.

1.3 Cosmic evolution of the 21 cm signal

A fiducial model of the evolution of the spatially averaged (global) 21 cm signal is displayed

in Figure 1.3. Different redshift ranges encode different physical IGM properties and we will

briefly describe them as follows:

◦ 200 > z > 30: Before z ∼ 200, Compton scattering kept the gas tightly coupled to the

CMB preventing any 21 cm signal. When the ionization fraction drops to ∼ 10−4, Comp-

ton scattering is no longer effective (Furlanetto et al., 2006), and the gas begins to cool
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Figure 1.2: The Wouthuysen–Field effect schematic (Furlanetto et al., 2006) shows the funda-

mental S and the excited P levels. The solid lines represent the transition of the Hydrogen atom

from the P states to the ground state while the dashed lines indicate the transition from the P state

to the hyperfine triplet state.

adiabatically, i.e. faster than the CMB. At these redshifts the universe is still sufficiently

dense that Ts = Tk via collisional coupling, allowing the 21 cm to appear in absorption

against the CMB (“Dark Ages”);

◦ z ∼ 30: Collisional coupling became ineffective leading to Ts ∼ TCMB and the 21 cm

signal to disappear;

◦ 30 > z > 20: The first luminous sources are expected to appear and emit a Lyα radi-

ation background that coupled the spin temperature to the gas temperature through the

Wouthuysen–Field effect. As the gas is colder than the CMB, the 21 cm signal is still

visible in absorption against the CMB;

◦ 20 > z > 15: As star formation progresses in the first halos, stellar black holes are formed
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Figure 1.3: Upper panel: Time evolution of the 21 cm brightness temperature Tb (Mellema et al.,

2006). Lower panel: Fiducial model of the global 21 cm brightness temperature with relevant

epochs highlighted (Pritchard & Loeb, 2010).

and X-ray radiation is emitted from binary systems (Pritchard & Furlanetto, 2007). X-

ray emission effectively heats the IGM, eventually driving Tk > TCMB at z ∼ 15 (in this

reference model) and the 21 cm signal is in emission with respect to the CMB;

◦ 15 > z > 6: Star formation progresses continuously and widespread reionization starts to

take place until the IGM is fully ionized (z ∼ 6). The reionization process is driven by

many factors. To name a few, the ultra-violet radiation from young, star-forming galaxies

and quasars, the escape fraction (i.e. the fraction of ionizing radiation) and the radiative

transfer (Ciardi & Ferrara, 2005; Zaroubi, 2013).

1.4 Fluctuations in the 21 cm signal

In the previous section we described the main milestones in the evolution of the global 21 cm

signal. Once spatial fluctuations are considered, however, the 21 cm signal encodes a much

greater wealth of information. Simulations of the three-dimensional evolution of 21 cm signal

have been the subject of extensive work over the last two decades (Trac & Cen, 2007; Trac &
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z = 30.07

hxHIiv = 1

z = 21.19

hxHIiv = 1

z = 17.94

hxHIiv = 0.99

z = 10

hxHIiv = 0.46

Figure 1.4: Slices from a “semi-numerical” simulation of the 21 cm signal (Mesinger et al., 2011)

featuring δTb at z = 30.1, 21.1, 17.9 and 10. The slices are 1 Gpc wide and 3.3 Mpc deep.

Gnedin, 2011; Mesinger et al., 2011). In this section I will summarize the evolutionary profile of

21 cm fluctuations that has emerged from the body of theoretical simulations. We use Figure 1.4

(Mesinger et al., 2011) to describe the main phases of the evolution of the 21 cm fluctuations

similarly to what we did in the previous section:

◦ z ∼ 30: as we described in §1.3, the spin temperature became coupled to the gas temper-
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ature through the Wouthuysen-Field effect once the first stars lit up. Fluctuations in the

21 cm signal are here driven by fluctuations in the Lyα emissivity (Furlanetto et al., 2006;

McQuinn, 2016);

◦ z ∼ 21: X-ray emissions started heating the IGM, ultimately driving the gas temperature

above the CMB temperature. Heating began first in pockets around the X-ray sources,

leaving still large, cold IGM regions. 21 cm fluctuations are then driven by fluctuations

in the gas temperature. The first, very small ionized regions began to appear around the

brightest star forming galaxies (Barkana & Loeb, 2001; Pritchard & Loeb, 2012; McQuinn,

2016);

◦ z ∼ 18: Heating reached its point of saturation, that is, Ts � TCMB. With the IGM quasi-

uniformly heated, 21 cm fluctuations are now driven by large-scale density fluctuations

(Barkana & Loeb, 2001);

◦ z ∼ 10: Reionization was then well underway and Mpc-size ionized regions were formed

around the brightest sources. Fluctuations in the HI neutral fraction are the main driver of

21 cm fluctuations (Furlanetto et al., 2006; McQuinn, 2016).

Fluctuations in the 21 cm signal are commonly characterized through their power spectrum

P (k) (e.g., Furlanetto et al., 2006; Morales et al., 2006):

〈Tb(~k) T̃b(~k
′)〉 = (2π)3δ(k − k′)P (k) (1.2)

where 〈〉 denotes an ensemble average, δ is the Dirac delta function and ~k is the Fourier conjugate

of the three dimensional spatial coordinate. Figure 1.5 (Lidz et al., 2008) shows the evolution

of the dimensionless 21 cm power spectrum ∆2
21(k) = k3

2π2P (k) as a function of the average

ionization fraction 〈xi〉, that acts as a time coordinate. At the onset of reionization (〈xi〉 =

0.02) the 21 cm power spectrum still follows the matter density power spectrum, however, the

power drops fairly quickly on large scales, k < 1h Mpc−1, since the ionized bubbles appear in

the densest regions first. By mid reionization, when 〈xi〉 ∼ 0.5, the contrast between neutral

and ionized gas becomes significant and the power increases again on large scales. On scales
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smaller than the ionized bubbles, the 21 cm power spectrum is smaller than the expected matter

power spectrum resulting in an overall flattening of ∆2
21(k) throughout reionization. The power

spectrum amplitude gradually decreases with increasing 〈xi〉. The variations in power spectrum

amplitude and slope of the 21 cm signal, therefore, prove to be promising observables for current

radio interferometers throughout reionization. Another powerful observable is the signal variance

defined as the integral of the signal’s power spectrum (Jelić et al., 2008; Harker et al., 2009; Iliev

et al., 2008; Patil et al., 2014).

Figure 1.5: Evolution of the 21 cm dimensionless power spectrum ∆2
21(k) throughout reioniza-

tion (Lidz et al., 2008).
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Figure 1.6: Best upper limits to the 21 cm power spectrum to date (DeBoer et al., 2017) from

GMRT at z = 8.6 (gray; Paciga et al., 2013), MWA at z = 6.8 (green; Dillon et al., 2015) and

z = 9.5 (red; Dillon et al., 2014), PAPER at z = 7.5 (purple; Jacobs et al., 2015), z = 7.7 (cyan;

Parsons et al., 2014) and z = 8.5 (blue; Ali et al., 2015) and LOFAR at 9.6 < z < 10.6 (gold;

Patil et al., 2017). Error bars are at the 2σ confidence level.

1.5 Current observational status

The 21 cm signal is still eluding detection to date, despite the pursuit from an increasing number

of instruments. On one side, arrays of radio telescopes search for 21 cm fluctuations (Dillon et al.,

2015; Jacobs et al., 2015; Trott et al., 2016; Ewall-Wice et al., 2016; Beardsley et al., 2016). Such

radio arrays include the Precision Array to Probe the Epoch of Reinozation (PAPER; Parsons

et al., 2010), Low Frequency Radio Array (LOFAR; van Haarlem et al., 2013), the Murchison

Widefield Array (MWA; Tingay et al., 2013) and the Hydrogen Epoch of Reionization (HERA;

DeBoer et al., 2017). On the other hand single dipole experiments look for the global 21 cm

signal across the whole sky (refer to §1.3). Examples of such experiments are the Experiment

to Detect the Global EoR Signature (EDGES; Bowman & Rogers, 2010; Monsalve et al., 2017),

the Large aperture Experiment to detect the Dark Ages (LEDA; Bernardi et al., 2016; Price et al.,
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2017), the Dark Ages Radio Explorer (DARE; Burns et al., 2017), Shaped Antenna measurement

of background Radio Spectrum (SARAS; Patra et al., 2013; Singh et al., 2017) and the Broadband

Instrument for Global Hydrogen Reionization Signal (BIGHORNS; Sokolowski et al., 2015).

Monsalve et al. (2017) provide significant improvements to the results in Bowman & Rogers

(2010) and agrees with the upper limits on the reionization duration ∆z > 3 measured by George

et al. (2015).

Figure 1.6 shows the current best 21 cm power spectrum upper limits. Paciga et al. (2013)

presented an upper limit of (248 mK)2 at k = 0.50 h Mpc−1 using 40 hours of data from GMRT.

Dillon et al. (2015) set an upper limit of (∼173 mK)2 at k = 0.18 h Mpc−1 using 3 hours of data

from MWA. Patil et al. (2017) presented their first limit of (79.6 mK)2 at k = 0.053 h Mpc−1

using 13 hours of data from LOFAR; they provide upper limits at the highest redshift and largest

comoving scales amongst all 21 cm experiments. Ali et al. (2015) have placed the strongest

upper limit of (22.4 mK)2 between 0.15< k <0.15 h Mpc−1 on the 21 cm power spectrum to

date at z = 8.4 (Ali et al., 2015) using 135 days of data, ∼2 orders of magnitude higher than

the expected 21 cm signal. Their results are consistent with the IGM that is hotter than 10 K at

z = 8.4, thus ruling out the reionization models for which the gas temperature is below 10 K.

The comparison between the upper limits is difficult given the different redshift ranges, k-modes,

integration times, antenna configurations and data processing methods.

We discuss challenges associated with 21 cm power spectrum observations in the next chap-

ter.



CHAPTER 2

Challenges of 21 cm experiments and thesis motivation

In the last decade, considerable efforts were made towards designing and improving the sen-

sitivity of instruments dedicated to 21 cm observations. Along with improved instrumentation,

control over systematic errors is essential and, perhaps, the biggest challenge. This chapter re-

views the observational challenges pertaining to 21 cm experiments. Firstly, the astrophysical

foregrounds that are a few orders of magnitude brighter than the expected 21 cm signal (Shaver

et al., 1999; Jelić et al., 2008; Bernardi et al., 2009; Jelić et al., 2010; Zaroubi et al., 2012), and

secondly, the systematics involved in separating the desired signal from the aforementioned fore-

grounds. Presently, cosmological signal separation is one of the most active areas of research in

21 cm cosmology (Pober et al., 2013; Dillon et al., 2014; Parsons et al., 2014; Chapman et al.,

2015).

2.1 Foreground Emission

The signal measured by a radio telescope at any given frequency and direction on the sky is

a combination of Galactic and extragalactic emission, and the 21 cm signal against the CMB

12
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CMB

cosmological 
signal

extragalactic 
sources

Galactic sources

✓

~b

correlator ⌧i

low noise amplifiers

delay 
compensation

hVi(t, ⌫)Vj(t, ⌫)i

Vi(t, ⌫) Vj(t, ⌫)

⌧g =
~b.r̂

c

r̂

Figure 2.1: A cartoon showing different types of emissions that constitute the signal measured

by a 2-element radio interferometer. A radio interferometer is formed by connecting multiple

radio telescopes together.

background (Figure 2.1). Galactic emission is mainly due to the synchrotron radiation that arises

when relativistic electrons are accelerated by magnetic fields. The radiation emitted by a single

electron is beamed along the direction of motion and polarized along the plane perpendicular to

the magnetic field. Synchrotron emission with energy E = γmec
2, where γ is the Lorentz factor,

me is the mass of the electron and c is the speed of light, is emitted over a range of frequencies ν

and it peaks at the critical frequency νc

νc ∼
γ2eH

2πmec
(2.1)
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where H is the magnetic field strength. At radio frequencies, the synchrotron spectrum resulting

from a population of spiraling electrons can be approximated by a power law

Sν ∝ να (2.2)

where α can be related to the spectral energy distribution of the emitting electrons (Ginzburg &

Syrovatskii, 1965).

Galactic synchrotron emission is dominant at frequencies below 2 GHz (Lawson et al., 1987).

Haslam et al. (1982) presented an all-sky map at 408 MHz, showing that the Galactic synchrotron

emission varies significantly across the sky, ranging from the thick disk around the Galactic

plane to features like spurs and cirrus outside the plane. The spectral index varies across the sky

and it steepens away from the Galactic plane (Shaver et al., 1999). At 150 MHz, the Galactic

synchrotron emission constitutes ∼70% of the sky emission.

Extragalactic sources also emit synchrotron radiation and their integrated emission is esti-

mated to lie between 30 to 50 K at 150 MHz (Bridle, 1967; Cane, 1979; Lawson et al., 1987;

Reich & Reich, 1988). The latter constitutes ∼27% of the radio power in the sky (Shaver et al.,

1999). The remainder of the power is a combination of free-free emission and the CMB. The

extragalactic sky has been studied at low frequencies with different angular resolutions by vari-

ous surveys, namely, the Westerbork Northern Sky Survey (WENSS; Rengelink et al., 1997), the

Very Large Array Low-Frequency Sky Survey (VLSS; Cohen et al., 2007), the Multifrequency

Snapshot Sky Survey (MSSS; Heald et al., 2015), the Galactic and Extragalactic All-sky MWA

(GLEAM; Hurley-Walker et al., 2017) survey, etc. The deepest all-sky survey of the Southern

sky to date is the GLEAM survey with an angular resolution of ∼2′ . The GLEAM survey is of

particular interest for this thesis as the instrument used throughout this work, PAPER (see §4.1)

also observes the Southern sky.

Calibration has always been a limiting factor in achieving high dynamic range imaging (No-

ordam & Smirnov, 2010; Smirnov, 2011b). Understanding the EoR can be considered as an ex-

treme high dynamic imaging problem; there has been growing evidences that calibration could be

one of the limiting factors in measuring the 21 cm HI line (Barry et al., 2016; Patil et al., 2016;

Ewall-Wice et al., 2017). All-sky surveys are helpful in characterizing extragalactic sources,
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however, uncertainties in the flux densities, positions, and spatial morphologies of sources can

lead to wrong measurements (Barry et al., 2016; Procopio et al., 2017). On the other hand un-

modeled sources can introduce artefacts such as ghost sources and frequency structures into the

gain solutions (Grobler et al., 2014; Ewall-Wice et al., 2017).

The GLEAM survey records the spectral index distribution for sources with flux densi-

ties greater than 160 mJy (Table 2.1), which are useful in characterizing foregrounds between

100–200 MHz. We may expect deviations from the spectral smoothness of extragalactic radio

sources – a fundamental property used in separating foregrounds from the 21 cm signal, be-

cause of spectral curvature due to synchrotron self-absorption at low frequencies (Zheng et al.,

2012). According to the median spectral index of NVSS1-Texas2 reported by DeBreuck et al.

(2000);−0.879±0.04 for S > 1 Jy and −0.879±0.07 for S > 0.15 Jy between 365–1400 MHz,

the results in Table 2.1 do not support any deviation from spectral smoothness of radio sources.

In addition, recent studies of the peaked spectrum sources, constituting to approximately 4.5% of

the extragalactic population from the GLEAM survey showed no spectral curvature in the EoR

band (Callingham et al., 2017).

Flux density S (Jy) Spectral index α

S < 0.16 −0.78± 0.20

0.16 ≤ S < 0.5 −0.79± 0.15

0.5 ≤ S < 1.0 −0.83± 0.11

S ≥ 1.0 −0.83± 0.11

Table 2.1: Average spectral index as a function of source flux density (Hurley-Walker et al.,

2017).

1The NVSS survey was carried out using the Very Large Array interferometer at 1.4 GHz (Condon et al., 1998).
2The Texas survey was carried out using the Texas interferometer at 365 MHz (Douglas et al., 1996).
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2.2 Foreground Separation

All the methods to separate the 21 cm signal from foregrounds rely on the different spectral be-

havior between foregrounds and the cosmological signal. The foreground synchrotron spectrum

is expected to vary smoothly over scales of tens of MHz, contrary to the 21 cm signal, which is

coherent only on kHz scales (i.e., Matteo et al., 2002; Santos et al., 2005). Foreground separation

techniques take two different flavors: foreground subtraction and foreground avoidance.

2.2.1 Foreground Subtraction

Foreground subtraction (removal) is a well-established method whereby one attempts to model

the foregrounds that are subsequently removed from the data. In particular, bright sources are

modeled and subtracted from the visibility data, the domain where interferometric measurements

are made, and this approach has proven to be very effective (Smirnov, 2011b). For widefield ob-

servations, the varying beam shape and ionospheric effects contribute to variation in errors in

the data. Therefore, various schemes have been proposed to subtract sources along with their

calibration solutions or corrections (Mitchell et al., 2008; Bernardi et al., 2010; Yatawatta et al.,

2013; Bernardi et al., 2013). However, the brightest sources tend to be resolved below 2 arcmins

and therefore improper modeling can lead to errors in the subtraction that are significant in con-

taminating the residuals and potentially limit the diffuse foreground mitigation (Procopio et al.,

2017).

Even after removing the bright sources, the foreground diffuse emission is well above the

EoR signal (Morales et al., 2006; Bernardi et al., 2010, 2013). Although strong foreground dif-

fuse emission can be deconvolved and subtracted from visibilities or images, it is more effective

to model the diffuse emission through spectral fitting and subtract it from an image cube along

each line of sight or each image pixel. Spectral fitting methods are classified as parametric and

non-parametric. Parametric methods assume an priori foreground spectrum model and fit the

spectrum coefficients to the data (Wang et al., 2006; Bowman et al., 2009; Liu et al., 2009;

Petrovic & Oh, 2011; Price et al., 2017). The most commonly adopted parametric method is

polynomial fitting in frequency or log frequency (McQuinn et al., 2006; Bowman et al., 2009).
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Parametric techniques are simple to implement, but may induce errors if the assumptions of the

known model are incorrect. On the contrary, non-parametric ones use the properties of fore-

grounds to define the foreground model and they include minimization of spectral inflection

points (Harker et al., 2009), spectral single value decomposition (Paciga et al., 2011, 2013) and

the Generalized Morphological Component Analysis (Chapman et al., 2014). Such techniques

are preferred as they do not require any priori model, but limited calibration accuracy can impart

deviations from the spectral smoothness of the observed spectrum (Morales & Hewitt, 2004).

As foreground removal may be accompanied by subtraction errors, Morales et al. (2006)

suggests residual error mitigation by fitting them in the power spectrum space.

2.2.2 Foreground Avoidance

The avoidance method leverages on the fact that foregrounds and the EoR signal have different

footprints in power spectrum space and there is a region (the EoR window), potentially, where the

EoR signal dominates over foregrounds. Figure 2.2 shows a cartoon representation of foreground

avoidance – a 2D cylindrical power spectrum in k space, an effective representation of foreground

contaminations (Morales & Hewitt, 2004; Vedantham et al., 2012; Liu et al., 2014a,b). The usual

representation of k-space divides k modes between modes along the line of sight and modes

parallel to the plane of the sky. The k modes along the line of sight are denoted by k‖ and those

perpendicular to the line of sight are denoted by k⊥ and defined as

k⊥ =
2π
( |b|
λ

)
D

k‖ = η
2πf21H0E(z)

c (1 + z)2
(2.3)

where λ is the observing wavelength, η is the Fourier conjugate of frequency ν, kB is the Boltz-

mann constant, D is the transverse comoving distance, B, f21 is the 21 cm line rest frequency, z

is the redshift, H0 is the Hubble constant and E(z) =
√

ΩM(1 + z)3 + Ωk(1 + z)2 + ΩΛ, where

ΩM , Ωk and ΩΛ are the matter density, curvature and radiation parameters respectively. The

boundaries of the (k⊥, k‖) space are (Vedantham et al., 2012; Chapman et al., 2014):

k⊥min =
2πbminf21

c(1 + z)DM

(2.4)
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Figure 2.2: The foreground avoidance paradigm. Foregrounds are confined to the lower region

of the power spectrum. The orange line marks the horizon limit and the yellow line marks the

supra-horizon limit.

k⊥max =
2πbmaxf21

c(1 + z)DM

(2.5)

k‖min =
2πH0f21E(z)

c(1 + z)2∆ν
(2.6)

k‖max =
2πH0f21E(z)

c(1 + z)2B
(2.7)

where ∆ν is the frequency resolution, bmin and bmax are the minimum and maximum baseline

lengths respectively.

The intrinsic chromaticity of the instrumental response determines the “wedge” shape that we

see in Figure 2.2: spectrally smooth foregrounds are confined to the lower part of the 2D power

spectrum, and the power spreads at longer baselines or high k⊥ modes. Power from diffuse

Galactic emission is concentrated at low k⊥ and k‖ values while emission from point sources lies
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Figure 2.3: Cartoon illustrating changes in the delay transform of a point source as the sky

drifts overhead. The delay transform of the visibility corresponding to the source peaks at the

corresponding delay, bound by the horizon limit b
c
, where b is the baseline length.

at all k⊥, but are downweighted by the wide primary beam. The orange line marks the horizon

limit in k‖ for a baseline of corresponding length k⊥ (e.g., Thyagarajan et al., 2013):

k‖ =
H0E(z)D

c(1 + z)
k⊥. (2.8)

The foreground emission extends beyond the horizon limit because of the intrinsic spectral be-

havior of the foregrounds, thus, describing a “supra-horizon” limit (yellow line). The supra-

horizon limit does not necessarily have a constant width along k⊥ (Pober et al., 2013), more

emission extends beyond the horizon at low k⊥ modes (i.e. shorter baselines) as short baselines

do not tend to resolve diffuse Galactic emission. Parsons et al. (2012) proposed a specific fore-

ground avoidance technique where each baseline is treated separately and Fourier transformed

along the frequency axis (“delay transform”) to generate a single measurement of the power
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spectrum. This approach utilizes the frequency dependence on the baseline sampling to relate

frequency to the geometric delay (or lag) τg = b.̂r
c

, where b is baseline vector and r̂ is the direc-

tion cosines on the celestial sphere (Thompson et al., 2008). As an example, the delay transform

of a point source is a δ-function convolved with the antenna response and the sampling function

in the delay domain. Sidelobes due to the incomplete delay sampling (for instance due to flagged

channels contaminated by radio frequency interference) that can spread smooth spectrum emis-

sion in the EoR window can be deconvolved (Parsons & Backer, 2009) and the EoR window, in

principle, preserved.

Figure 2.4: 2D power spectrum from PAPER data (Pober et al., 2013). The EoR window is

clearly visible as a ∼4 order of magnitude drop in power with respect to inside-the-wedge emis-

sion. We can see that there is evidence of emission that extends ∼50 ns (orange line) beyond the

horizon limit (white line). The colorbar is in logarithmic scale with units (mK)2 h Mpc−3.

This “wedge” behaviour has been observed in real data (Pober et al., 2013; Thyagarajan et al.,

2015, Figures 2.4 and 2.5 respectively). In particular, Thyagarajan et al. (2015) underlined a

‘pitchfork’ signature near the horizon, where the array is sensitive to large-scale structures on all

baselines. This behavior is due to the interaction between the foreground emission, particularly,

Galactic diffuse emission and the properties of widefield instruments, and is depicted by the

enhanced power at the horizon (Thyagarajan et al., 2015).
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Figure 2.5: Similar to Figure 2.4, but using MWA data and retaining the negative delay values

that show a “pitchfork” shape (Thyagarajan et al., 2015). The white lines mark the horizon limit.

Deviations from spectral smoothness are likely to invalidate the assumptions behind fore-

ground separation methods. Amongst them, the leakage from polarized foregrounds into the

EoR window as they are Faraday rotated in the interstellar medium, can jeopardize EoR mea-

surements (Bernardi et al., 2010; Jelić et al., 2010; Geil et al., 2011; Asad et al., 2015, 2016).

2.3 Polarization Leakage

Polarized emissions are usually described in terms of Stokes parameters (Kraus, 1966) where I

is the total intensity of the incoming radiation, Q and U describe the linear polarizations, and V

denotes the circular polarization.
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2.3.1 Polarized Foregrounds

Faraday rotation is the effect of rotation of the polarization angle χ when a linearly polarized

electromagnetic wave passes through ionized plasma. This rotation can be described as

χ = χ0 + φλ2 (2.9)

where χ0 is the intrinsic polarization angle and φ is the Faraday depth in rad m−2 (Brentjens &

de Bruyn, 2005)

φ = 0.81

∫ observer

source
neB‖ dl (2.10)

where ne the electron density, B‖ the magnetic field along the line of sight to the source and dl

is the infinitesimal path length.

Significant efforts have been made in the past years to characterize polarized emission from

both our Galaxy and extragalactic objects. Observations of polarized emission suggest that most

of the emission is contained in diffuse structures (Bernardi et al., 2009, 2010; Jelić et al., 2015).

Examples of polarized Galactic observations at 150 MHz include the Fan region observed by the

Westerbork Synthesis Radio Telescope (WSRT; Bernardi et al., 2009), the 3C 196 field observed

by both WSRT (Bernardi et al., 2010) and LOFAR (Jelić et al., 2015) on different angular scales

and, linearly polarized point sources observed by MWA (Lenc et al., 2017). The Fan region refers

to a patch of sky centered at Galactic longitude 130◦ and latitude 5◦ (Wielebinski & Shakeshaft,

1962), where fluctuations of 14 K rms had been discovered on scales greater than 13 arcmins in

the Galactic diffuse emission for the first time (Bernardi et al., 2009).

The 3C 196 field is centered around the bright quasar 3C 196 at Galactic longitude 171◦ and

latitude 33◦ in one of the coldest regions of the Galactic halo. Polarized emissions measured

around 3C 196 field by WSRT and LOFAR are shown in Figure 2.6. WSRT measurements re-

veal only faint patchy emission while LOFAR measurements unfold a straight filament running

from North to South through the center of the field and this morphology is believed to be due

to depolarization that happens via vector addition (Jelić et al., 2015). The difference in mor-

phologies is thought to result from two separate effects. Firstly, the Faraday depth resolution of

LOFAR observations is three times better than WSRT observations (Jelić et al., 2015). Secondly,
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the instrumental artefacts measured by WSRT (left panel of Figure 2.6; Bernardi et al., 2010)

that contaminate the φ cubes (Jelić et al., 2015).

Jelić et al. (2015) used the measurements of a 3◦× 3◦ inner patch of the 3C 196 field to

estimate the angular power spectrum of the integrated emission (evaluated by integrating the

polarized intensity at each pixel along different Faraday depths). A power law was fitted to the

angular power spectrum between 150 < l < 2700, where l = 180
θ

and θ is the angular scale in

degrees. This yielded a slope similar to that of Bernardi et al. (2009) on the same angular scales

and frequency range, despite different emission morphologies of the two fields. This implies that

power is distributed in a similar fashion along Faraday depths in both fields. Moreover, Jelić et al.

(2015) calculated the observed polarization level to be ∼4% using the all-sky map at 408 MHz

(Haslam et al., 1982) scaled to 160 MHz and a spectral index of −2.5.

Figure 2.6: Polarized intensity of the 3C 196 field measured by Bernardi et al. (2010) (left) and

Jelić et al. (2015) (right) at φ = 4 and 1.5 rad m−2 respectively.

The largest polarization survey to date below 200 MHz by Bernardi et al. (2013) studied a

20◦ strip at Galactic latitude b < −20◦, covering 2400 square degrees using MWA. They found

diffuse polarized emission over many degrees across the sky in the 0 < φ < 10 rad m−2 Faraday

range that reveal a wealth of patchy and filamentary structures. Furthermore, the diffuse polarized

emission decreases significantly at right ascensions greater than 2h30m, and the rms fluctuations
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reduce by a factor of 4 as we move away from the South Galactic pole (Bernardi et al., 2013).

One of the most comprehensive polarized point source catalogues is the NRAO VLA Sky Sur-

vey (NVSS; Condon et al., 1998), covering 82% of the sky above declination −40◦ at 1.4 GHz.

The catalogue lists discrete sources down to a flux density of 2 mJy. Recently, Lenc et al. (2017)

discovered six linearly polarized sources in a 6000 square degree field observed by MWA, out

of which four are pulsars and the brightest one measured by MWA to date being PKS J0636-

2036 (peak flux density of 1283 Jy). The spectra along Faraday depth of these sources peak at

different rotation measures (RM) that are consistent with the RM values found in the literature

(Johnston et al., 2005; Taylor et al., 2009; Bernardi et al., 2013; Dai et al., 2015) within ±2 rad

m−2. The discovery of these polarized point sources aids in constraining the mean polarized flux

at respective frequencies.

Jelić et al. (2010) predicted polarization leakage into the EoR signal. They considered a

model of Galactic polarization tailored to match the observations of the Fan region (Bernardi

et al., 2009). Assuming a 1% calibration error, fluctuations along the line of sight due to polar-

ization leakage clearly occur on frequency and amplitude scales that can mimic an EoR signal

(Figure 2.7).

Figure 2.7: Spectral behaviour along a random line of sight through a simulated 21 cm cube (solid

line). The dotted line shows the leakage from Galactic polarized emission to total intensity. The

dashed line represents the sum of the 21 cm signal and the leakage; (Figure 7 of Jelić et al.

(2010)).

Asad et al. (2015, 2016) extended this work by including more realistic simulations of LO-
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FAR observations on 3C 295, 3C 196 and the North Celestial Pole, where compact polarized

sources are less contaminated by diffuse polarized emission. They found that neither polarized

point sources nor polarized diffuse Galactic emission seem to contaminate the EoR window.

However, the impact of polarized foreground on the EoR window might be potentially severe

for larger field of view instruments like PAPER as they are unable to isolate sky regions with

intrinsically low Galactic polarization. Moore et al. (2013) constructed power spectra from a

three-month observing campaign of the 32-element configuration of PAPER, and estimated the

polarization leakage to be∼103 and 102 mK2 at 126 (z = 10.3) and 164 (z = 7.66) MHz respec-

tively.

Figure 2.8: 2D Stokes Q power spectra generated from a 10 Jy polarized point source at φ = 10,

20 and 40 rad m−2.

Polarization leakage may be even more dangerous for foreground avoidance as the latter does



Challenges of 21 cm experiments and thesis motivation 26

not permit foreground modeling and subtraction of sources and thus, φ directly maps into k‖:

k‖ =
4λ2H(z)

c (1 + z)
φ. (2.11)

Sources at high φ will therefore have power peaking directly into the EoR window. To demon-

strate the relationship between φ and k‖, in short, equation 2.11, we constructed 2D Stokes Q

power spectra at z = 8.5 for different φ values from a 10 Jy polarized point source simulation

(Figure 2.8). We see that at high φ values, Stokes Q power spreads outside the horizon limit, as

a result any leakage from Stokes Q will most likely contaminate the EoR window.

It is, therefore, crucial to understand the impact of polarization leakage to the EoR signal

for wide field of view observations where foreground avoidance is used and this is the goal and

motivation of this thesis. In chapter 3, we developed a formalism that allows the simulation of

the impact of polarization leakage in the EoR power spectrum in wide field of view observations

and carried out simulations for PAPER-like observations. We developed models for both diffuse

and point like polarized emission at low frequencies. In chapter 4, we analyzed the final PAPER

observations in order to provide constraints to the polarization models and, therefore, provide

improved estimates to the expected polarization leakage to the EoR power spectrum.



CHAPTER 3

Constraining polarized foregrounds for EoR experiments:

polarization leakage simulations in the avoidance scheme
1

The leakage from polarized foregrounds into the EoR window may contaminate the 21 cm

measurements as discussed in chapter 2. In this chapter, we develop a formalism to describe the

leakage due to instrumental widefield effects in the visibility–based power spectra measured with

redundant arrays. The delay–spectrum approach presented in Parsons et al. (2012) is extended to

include polarized emission. We then construct polarized sky models and propagate them through

the instrument model in order to simulate realistic full–sky observations with PAPER (Parsons

et al., 2010).
1originally published as: C.D. Nunhokee, G. Bernardi, S.A. Kohn, J.E. Aguirre, N. Thyagarajan, J.S. Dillon,

G. Foster, T.L. Grobler, J.Z.E. Martinot, A.R. Parsons, 2017, ApJ, 848, 11

27
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3.1 Formalism

The relationship between the sky brightness distribution s and the visibility v measured by a

two–element interferometer is described by (e.g. Thompson et al., 2008):

v(b, ν) =

∫
Ω

a(r̂, ν) s(r̂, ν) e−2πiν b·r̂
c dΩ, (3.1)

where s is the Stokes I parameter, b = (u, v, w)2 is the vector representing the coordinates

in meters in the plane of the array, r̂ = (l,m, n) is the unit vector representing the direction

cosines on the celestial sphere (see Thompson et al., 2008, for further details), ν is the observing

frequency, a describes the telescope primary beam response, c is the speed of the light and Ω is the

solid angle subtended by the source. Throughout the chapter we will assume array coplanarity

and simulate zenith observations, leading to b = (u, v), r̂ = (l,m), wn = 0, and reducing

equation 3.1 to a two dimensional Fourier transform relationship.

Equation 3.1 does not specify a polarization frame but it can be generalized to include the

polarization state of the sky brightness using the measurement equation formalism (Hamaker

et al., 1996; Smirnov, 2011a), where the input radiation field is related to the sampled voltages via

2 × 2 Jones matrices (also known as Mueller matrices). If the intrinsic sky brightness distribution

towards a line of sight r̂ at the frequency ν is described by the usual Stokes parameters s =

(I,Q, U, V )T , with T the transpose operator, the sky brightness distribution observed through

the telescope primary beam s′ = (I ′, Q′, U ′, V ′)T becomes (e.g. Ord et al., 2010):

s′(r̂, ν) = A(r̂, ν) s(r̂, ν)

= S−1
[
J(r̂, ν)⊗ J∗(r̂, ν)

]
S s(r̂, ν) (3.2)

where J is the 2 × 2 Jones matrix representing the polarized primary beam response, ⊗ is the

outer (Kronecker) product operator, ∗ denotes the complex conjugate and S is the matrix that

2Throughout this chapter, capital boldface letters are used to indicate matrices, small boldface letters to indicate

vectors and small normal letters to indicate scalars.
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relates the Stokes parameters to the orthogonal x− y linear feed frame:

S =
1

2


1 1 0 0

0 0 1 i

0 0 1 −i
1 −1 0 0

 .

The 4 × 4 matrix A can be seen as a mixing matrix between intrinsic and observed (primed)

Stokes parameters: 
I ′ ← I I ′ ← Q I ′ ← U I ′ ← V

Q′ ← I Q′ ← Q Q′ ← U Q′ ← V

U ′ ← I U ′ ← Q U ′ ← U U ′ ← V

V ′ ← I V ′ ← Q V ′ ← U V ′ ← V

 .

Equation 3.1 can be extended to the polarized case by defining the four “Stokes” visibility prod-

ucts v = (vI , vQ, vU , vV )T :

v(b, ν) = S−1 vc(b, ν)

= S−1

∫
Ω

[
J(r̂, ν)⊗ J∗(r̂, ν)

]
S s(r̂, ν) e−2πiν b.r̂

c dΩ

=

∫
Ω

A(r̂, ν) s(r̂, ν) e−2πiν b.r̂
c dΩ (3.3)

where v = (vxx, vxy, vyx, vyy)
T contains the four cross–polarization correlator outputs. Equa-

tion 3.3 recasts the full sky formalism developed by Smirnov (2011a) in the Mueller matrix form.

We are now in the position to define four polarization power spectra by applying the delay

transform to equation 3.3. The delay–transform is the Fourier transform of a single visibility

along frequency (Parsons & Backer, 2009; Parsons et al., 2012):

ṽ(b, τ) =

∫
B

w(ν) v(b, ν) e−2πiντ dν , (3.4)

where B is the observing bandwidth, w is the window function and τ represents the geometric

delay between antenna pairs:

τ =
b · r̂
c
. (3.5)
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The delay transform is related to the 21 cm power spectrum p(k) as (Parsons et al., 2012; Thya-

garajan et al., 2016):

p(k) = p
(√

k2
⊥ + k2

‖

)
=
( λ2

2kB

)2(D2∆D

B

)1

q
|ṽ(|b|, τ)|2, (3.6)

with

k⊥ =
2π |b|

λ

D
(3.7)

k‖ = η
2πf21H0E(z)

c (1 + z)2
(3.8)

where λ is the observing wavelength, kB is the Boltzmann constant,D is the transverse comoving

distance, ∆D is the comoving depth along the line of sight corresponding to the bandwidth B,

f21 is the 21 cm line rest frequency, z is the redshift, H0 is the Hubble constant and E(z) =√
ΩM(1 + z)3 + Ωk(1 + z)2 + ΩΛ. In this work, we use H0 = 100 h km s−1, ΩM = 0.27,

Ωk = 0 and ΩΛ = 0.73. The power spectrum normalization volume q is (Thyagarajan et al.,

2016):

q =

∫
Ω

∫
B

|a(r̂, ν) w(ν)|2 dΩ dν. (3.9)

The polarized case is obtained by substituting equation 3.3 in the delay transform:

ṽ(b, τ) =

∫
B

w(ν) v(b, ν) e−2πiντ dν (3.10)

and by using the Hadamard (or element–wise) product ◦ in order to extend equation 3.6 to four

power spectra p =
(
pI , pQ, pU , pV )T :

p(k) =
( λ2

2kB

)2D2∆D

B
Q−1 {ṽ(|b|, τ) ◦ ṽ(|b|, τ)∗} . (3.11)

As the off–diagonal elements of the A matrix are much smaller than the diagonal elements, the

normalization matrix Q may be written as a diagonal matrix with diagonal elements:

diag(Q) ≈
∫

Ω

∫
B

diag (A w) [diag(A w)]∗ dΩ dν. (3.12)



Constraining polarized foregrounds for EoR experiments 31

Dimensionless polarized power spectra ∆2 = (∆2
I ,∆

2
Q,∆

2
U ,∆

2
V ) can be defined in analogy with

the scalar case:

∆2(k) =
k3

2π2
p(k). (3.13)

Equation 3.11 is one of the main results of our work: if the sky emission is unpolarized, pI(k)

reduces to p(k), but appropriately combines the two orthogonal polarizations and their relative

primary beams to form the total intensity power spectrum estimator. The remaining terms repre-

sent the visibility–based polarization power spectra which are dominated by leaked total intensity

foreground emission.

In the presence of a polarized sky, pI(k) naturally includes the leakage of polarized emission

due to widefield primary beams. Equation 3.11 therefore generalizes the approach of Moore

et al. (2013) to full polarization and provides a framework to simulate the expected leakage to

the 21 cm power spectrum given both a polarized foreground and an instrument model.

3.2 Simulations

In order to evaluate equation 3.11 we need three ingredients: a model of the PAPER dipole beam,

an array configuration and a polarized sky model.

We used the FEKO3 package in order to obtain a model of the PAPER x–y complex dipole

patterns in the 100–200 MHz range, spaced 10 MHz apart. The model is based on the dipole

physical dimensions and includes a reflective mesh positioned above the ground. Examples of

the corresponding A(r̂, ν) matrices are shown in Figure 3.1 whereas Figure 3.2 shows the fre-

quency behavior of the first row of A(r̂, ν) (first three elements) for a few selected lines of sight.

The A00(r̂, ν) term has a smooth frequency behavior that decreases slowly and monotonically

from zenith to the horizon. This behavior is qualitatively in agreement with the beam model

presented in Parsons et al. (2010), although we defer a more quantitative comparison to future

work. The off-diagonal terms representing the leakage to Stokes I have a more complex spatial

and spectral behavior: their magnitude is essentially negligible at zenith (where the instrument

3https://www.feko.info/product-detail
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points) whereas it becomes more than 10% already at 70◦ altitude.

We used the configuration of the PAPER 32-element imaging array (Stefan et al., 2013; Ja-

cobs et al., 2013; Kohn et al., 2016, Figure 3.3) to simulate a baseline distribution that covers a

relatively wide range of k⊥ values while retaining the 30 m baseline sample used in the estimate

of the 21 cm power spectrum (Parsons et al., 2014; Jacobs et al., 2015; Ali et al., 2015).

We simulated a drift scan observation corresponding to actual PAPER 21 cm observations,

i.e. spanning the 0h < LST < 8.5h range with a 10 minute cadence, covering the 120–180 MHz

frequency range with 500 kHz wide channels. For each frequency channel, the simulated A

matrices were obtained by averaging over the two closest frequencies at which the FEKO simu-

lations were carried out.

Figure 3.1: A matrices simulated at 130 (left) and 150 MHz (right) respectively. From the

simulated complex dipole patterns, A matrices are computed in the altitude–azimuth coordinate

system with the x dipole assumed to be aligned East-West. Here they are resampled on an (l,m)

regular grid over a 45◦ field of view, centered at an arbitrary right ascension α = 1h24m - the

declination remains fixed at the telescope location δ = − 30◦43′17′′. Resampling is carried out

through a weighted average amongst the three closest points, with weights equals to the inverse

distance to the (l,m) grid point.
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Figure 3.2: Spectral behavior of the A matrix (first row only) along a few selected lines of sight

r̂ corresponding to a 20◦ azimuth and 90◦ (blue), 70◦ (pink), 50◦ (orange), 30◦ (brown) and 10◦

(green) altitude respectively. The A00(r̂, ν) term is normalized to unity at zenith by construc-

tion. The A03(r̂, ν) term is not included as no Stokes V sky emission is assumed throughout the

chapter.

For each time sample, frequency channel and baseline we performed the following opera-

tions:

1. generated the sky emission evaluating equation 3.2, where the sky model consists of either

a catalogue of point sources or a realization of diffuse Galactic emission (see Sections 3.2.1

and 3.2.2 below);
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Figure 3.3: Array layout used for our simulations.

2. simulated visibilities via a discrete Fourier transform implementation of equation 3.3;

3. generated delay–transformed visibilities via a fast Fourier transform implementation of

equation 3.10 where we used a Blackmann–Harris window function;

4. computed power spectra using equation 3.11.

In the following sections we describe the input foreground models to our simulations.

3.2.1 Point source all-sky model

Our simulations of polarized point sources are completely defined by a catalogue that includes

both the polarization fraction and the rotation measure (RM) values. Stokes Q and U parameters
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at any frequency ν, for any source i can indeed be computed as:

Qν,i = γi Iν,i cos(2χi) = γi Iν0,i

(
ν

ν0

)αi

cos

(
2 RMi

c2

ν2

)
Uν,i = γi Iν,i sin(2χi) = γi Iν0,i

(
ν

ν0

)αi

sin

(
2 RMi

c2

ν2

)
(3.14)

where χi is the polarization angle, γ is the polarization fraction, Iν0 is the flux density at the

ν0 reference frequency and α is the spectral index. We note that the knowledge of the absolute

polarization angle is not necessary for the purpose of estimating the 21 cm power spectrum

leakage, therefore we set it to be zero along each line of sight. The change in the polarization

angle as the source moves across the telescope beam does not need to be taken into account in

our simulations as we compute the power spectra for each instant.

For the total intensity properties we used the Hurley-Walker et al. (2014) catalogue that

lists all the sources brighter than 120 mJy at 150 MHz and covers the Southern Hemisphere

at −58◦ < δ < −14◦. Although this catalogue is only somewhat deep, it has the advantage of

providing the actual source locations, flux densities and spectral indexes in the 100–200 MHz

band. From the Hurley-Walker et al. (2014) catalogue it is possible to generate a polarized cat-

alogue assuming the RM and polarization fraction statistics respectively. Detailed, wide–area

information on the low–frequency polarization properties of radio sources are still lacking to

date, therefore we constructed a polarized catalogue derived from statical properties measured at

higher frequencies.

The RM distribution was taken from the 1.4 GHz catalogue by Taylor et al. (2009), one

of the most comprehensive polarization catalogues to date. For high Galactic latitude sources

(|b| >20◦), the RM distribution fairly follows a Gaussian profile, with values as high as ∼
|100| rad m−2 (Figure 3.4). As the rotation measure is the integral of the magnetic field along

the line of sight weighted by the electron density, we do not expect it to change with frequency,

therefore, for each simulated source, we assigned an RM value drawn from the Gaussian best fit

to the RM distribution of the high Galactic latitude sources in the Taylor et al. (2009) catalogue.

The statistics of the polarization fraction γ is more uncertain as it is, instead, expected to
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decrease with frequency due to internal Faraday dispersion (Burn, 1966). It is not, therefore,

straightforward to extrapolate the average polarization fraction at 1.4 GHz as Faraday depolar-

ization depends on the specific source physical conditions (e.g., geometry and magnetic field

strength, Tribble, 1991). Recent observations (Bernardi et al., 2013; Mulcahy et al., 2014; Asad

et al., 2016) have indeed started to show that the average polarization fraction of radio sources

decreases from a few percent value at 1.4 GHz to less than 1% at 150 MHz. Lenc et al. (2016)

present the most stringent constraints to date to be 〈γ〉 ≤ 0.32% at 154 MHz, derived from a

sample of 187 sources. We conservatively treated this result as a measurement rather than an up-

per limit and assigned a polarization fraction value drawn from a uniform distribution between 0

and 0.32% to each simulated source.

100 50 0 50 100

RM (rad m−2)

0

500

1000

1500

2000

2500

3000

N
u
m

b
e
r 

co
u
n
ts

Figure 3.4: The RM distribution for sources at Galactic latitude |b| > 20◦ from the Taylor et al.

(2009) catalogue. The dotted line shows the Gaussian best fit with a 5.6 rad m−2 mean and a

20 rad m−2 standard deviation.
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3.2.2 Galactic diffuse emission model

Observations of diffuse, Galactic polarized emission reveal a wealth of spatial structures in the

interstellar medium (ISM) that are strongly frequency dependent. In particular, recalling that the

Faraday depth φ of a synchrotron emitting region between two points l1 and l2 along an arbitrary

line of sight r̂, given the electron density ne and magnetic field along the line of sight B‖ is

defined as (Burn, 1966; Brentjens & de Bruyn, 2005):

φ(r̂, l1, l2) = 0.81

∫ l2

l1

neB‖dl, (3.15)

observations below a few hundred MHz show multiple polarized structures in the ISM at different

Faraday depth values for almost any given line of sight. Jelić et al. (2010) and Alonso et al. (2014)

have recently attempted to model this complexity, although a realistic description requires the

knowledge of the distribution of the polarized emission both on angular scales and in Faraday

depth, which is only partially emerging from recent observations (Bernardi et al., 2013; Jelić

et al., 2014, 2015; Lenc et al., 2016).

In this work, we made the simplifying assumption to ignore the spatial and line–of–sight

Faraday depth structure and consider the contribution from two representative Faraday depths

integrated all the way to the observer’s location. With this approximation, the Faraday depth

coincides with the RM and equation 3.14 can be used to obtain Stokes Q and U all–sky maps

too:

Q(r̂, ν) = P (r̂) cos

(
2φ

c2

ν2

)
U(r̂, ν) = P (r̂) sin

(
2φ

c2

ν2

)
. (3.16)

The all–sky, polarized intensity map P could be, in principle, derived from a total intensity one,

however, interferometric observations of polarized Galactic emission at all radio frequencies are

known to suffer from the so called “missing short spacing problem”: they filter out the large scale,

smooth background emission and retain the small scale, Faraday–rotated foreground structures

introduced by local ISM fluctuations in either the electron density or the magnetic field (e.g.,

Wieringa et al., 1993; Gaensler et al., 2011). This effect leads to the lack of correlation between
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total intensity and polarized diffuse emission, with an apparent polarization percentage exceeding

100% (e.g. Gaensler et al., 2001; Haverkorn et al., 2003; Bernardi et al., 2003; Schnitzeler et al.,

2009; Iacobelli et al., 2013; Bernardi et al., 2010), preventing us from using a total intensity

template for polarization simulations.

In order to overcome this problem, we follow an approach similar to Alonso et al. (2014),

who simulated a polarized foreground map P (r̂) at a reference frequency ν0 from the polarized

spatial power spectrum CP
` :

〈P̃ (l)P̃ (l)∗〉 = (2π)2CP
` δ

(2)(l− l′) (3.17)

where P̃ is the Fourier transform of P , l is the two dimensional coordinate in Fourier space,

〈 〉 is the ensemble average, ` = 180
Θ

with Θ the angular scale in degrees and δ(2) is the two–

dimensional Dirac function.

The synchrotron polarized power spectrum obtained from large–area, GHz–frequency sur-

veys is well described by a power law (e.g., La Porta et al., 2006; Carretti et al., 2010):

CP
` = AP`0

( `
`0

)−βP

, (3.18)

down to ` ∼ 100 − 1000, with 2 < βP < 3. Due to the strong frequency dependence of

the polarized emission (e.g. Carretti et al., 2005), the extrapolation to low frequencies is very

uncertain.

Bernardi et al. (2009) and Jelić et al. (2015) measured the polarized spatial power spectrum

at 150 MHz and found it to follow a power law with βP = −1.65 in the 100 ≤ ` ≤ 2700

range, somewhat flatter than the higher frequency values. We therefore adopted this value for

our simulations. As they both observed a relatively small (6◦× 6◦) sky patch, their measurement

of the power spectrum amplitude AP`0 may be sample variance limited, therefore we constrained

it by using the 2400 square degree survey carried out at 189 MHz by Bernardi et al. (2013). The

survey shows significant difference in the levels of polarized emission as a function of Galactic

latitude, with maximum emission around the south Galactic pole and mostly concentrated at

|φ| < 12 rad m−2. We identified the 20◦ × 20◦ area centered at (l, b) ∼ (200◦,−80◦) to be

the brightest polarized emission region in the survey and selected the φ = 6, 12 rad m−2 frames
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as the brightest frame and the representative of a typical high φ value for diffuse emission, in

good agreement with the distribution of Faraday depth peaks recently measured in the Southern

Galactic pole area at 154 MHz by Lenc et al. (2016). We labeled the models corresponding

to these two frames as D6 and D12 and measured their polarized intensity root–mean–square

(rms) to be Prms,D6 = 1 K and Prms,D12 = 0.21 K at φD6 = 6 rad m−2 and φD12 = 12 rad m−2

respectively. The power spectrum amplitude AD6,D12 was obtained through its relationship with

the measured rms value (e.g., Zaldarriaga et al., 2004):

Prms,D6,D12 =

√√√√ `2∑
`1

(2`+ 1)

4π
CP
`,D6,D12

=

√√√√ `2∑
`1

(2`+ 1)

4π
AD6,D12

( `
`0

)−βP

, (3.19)

where we dropped the `0 subscript for clarity and the exclusion of short baselines and the angular

resolution of the Bernardi et al. (2013) survey set `1 ∼ 100 and `2 ∼ 680 respectively.

At this point we have all the necessary ingredients to generate the two D6 and D12 realiza-

tions of the diffuse polarized emission model using equation 3.16. We generated a map PD6(r̂)

(PD12(r̂)) from the polarized power spectrum CP
`,D6 (CP

`,D12) using the Healpix (Górski et al.,

2005) routine SYNFAST. We chose an Nside = 128 parameter that retains sufficient sampling

for the 30 m baseline used for power spectrum estimation. We then substituted φD6 (φD12) in

equation 3.16 to generate the Stokes Q and U full–sky maps corresponding to the D6 (D12)

model realization.

3.3 Results

In this section, we compare our simulations with existing observations (Kohn et al., 2016), fol-

lowing which we predict the leakage expected in 21 cm power spectrum measurements. We

then provide constraints on the average point source polarization fraction based on the data from

Moore et al. (2015).
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3.3.1 Polarized Power Spectra
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Figure 3.5: Two–dimensional power spectra p = (pI , pQ, pU , pV ) (left to right) over a 25 MHz

bandwidth centered at 150 MHz, obtained from the brightest 1500 unpolarized total intensity

sources from the Hurley-Walker et al. (2014) catalogue. The simulation only includes Stokes I;

Stokes Q, U and V are leakages due to the instrumental widefield effects. The white line marks

the horizon limit and the orange line is 50 ns beyond.

We first tested our simulation framework with a sky model composed of total intensity

sources from the Hurley-Walker et al. (2014) catalogue. In this case we expected to reproduce

the well established two–dimensional wedge–like total intensity power spectrum pI observed,

for example, in Pober et al. (2013), Thyagarajan et al. (2015) and Kohn et al. (2016). Figure 3.5

displays power spectra from this simulation using only the 1500 brightest sources down to a flux

density threshold of 2 Jy. Power spectra change by only a few percent with the inclusion of all

the sources down to the 120 mJy catalogue threshold, therefore the decreased computing load in

using only the 1500 brightest sources merits the small loss in accuracy for the aim of this work.
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Figure 3.6: Ratios of Stokes Q (solid green), U (solid red) and V (solid cyan) versus I power

spectra averaged over a 0.092 < k⊥ < 0.097h Mpc−1 region, whose centre corresponds to a

175 m baseline. The dotted lines represent the corresponding power spectrum ratios from Kohn

et al. (2016) observations (Figure 7 in Kohn et al. (2016))

. The left and right vertical dashed lines mark the horizon limit and 50 ns beyond it respectively.

The simulated total intensity power spectrum pI shows the wedge–like morphology and

power levels similar to Pober et al. (2013), confirming that our formalism is consistent with

previous works that are limited to the total intensity case. Polarized power spectra display, in

this case, the leakage from total intensity due to widefield polarized primary beams. All polar-

ized power spectra have a similar behavior, with emission confined in a wedge–like shape very

similar to total intensity. The power ratio between the emission inside and outside the wedge is

at the 109 − 1010 level, indicating that very little chromatic structure has been introduced by the

primary beam outside the wedge.

In order to provide a first order validation of the beam models used in simulations, we com-
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pared the ratio Ri of polarized versus total intensity power spectra defined as

Ri(k) =
pi(k)

pI(k)
, with i = Q,U,V (3.20)

calculated from our simulations and from power spectra measured in a 5 hour transit observation

with PAPER (Kohn et al., 2016). The ratio is insensitive to a possible different absolute normal-

ization between the simulation and data. Figure 3.6 shows that simulated Ri ratios are generally

fainter than the measured ones, although the simulated RU and RV substantially agree with the

measured ones. The measured power spectra show emission that extends up to 50 ns beyond the

horizon limit, after which they appear to be noise-dominated (Kohn et al., 2016). As our simu-

lations essentially have no emission beyond the horizon limit, this explains why both simulated

and measured Ri approach unity outside the wedge. The largest difference between simulations

and data appears in RQ at k < 0.2h Mpc−1, where our model underpredicts the measured value

by more than one order of magnitude. This is the consequence of an excess of power found in

pQ at small k values by Kohn et al. (2016) that may be attributable to a calibration mismatch of

the two orthogonal polarizations and, possibly, to intrinsic sky polarization not included in our

simulations.

3.3.2 Predictions of polarization leakage

The simulation framework developed in this thesis eventually aims to predict the amount of

leakage expected in the measured 21 cm power spectra. In order to do so, we carried out two

sets of simulations for the models described in Sections 3.2.1 and 3.2.2 respectively, where we

explicitly set the point source total intensity model to zero, so that pI directly measures the

leakage from polarized foregrounds. The resulting power spectra at z = 8.5 (150 MHz) for a

fiducial 30 m baseline are shown in Figure 3.7 and 3.8 respectively.

Polarized power spectra generated from the point source simulation exhibits significant super–

horizon emission, i.e. almost constant power outside the k ∼ 0.06h Mpc−1 horizon limit for a

30 m baseline (Figure 3.7). This behavior is expected from Faraday rotated foregrounds whose

leakage is not confined in k‖ space. Power spectra also appear featureless in k space and this can
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Figure 3.7: Polarized power spectra ∆2
Q,U (orange and green lines respectively) for a 30 m base-

line and an 8 MHz bandwidth centered at 150 MHz (z = 8.5) from a polarized point source sky

model with the total intensity intentionally set to zero (see text for details). The magenta line

represents ∆2
I , i.e. the predicted leakage to total intensity. The magenta dashed line shows the

leakage when we assumed the polarization fraction to be distributed between 0 and 0.14%. The

shaded gray region represents power spectra of the 21 cm fiducial model from Lidz et al. (2008)

with HI neutral fractions ranging between 0.21 and 0.82.

be intuitively understood as a single RM value corresponds to a specific k‖ value (Moore et al.,

2015):

k‖ =
4λ2H(z)

c (1 + z)
RM, (3.21)

therefore, a population of point sources distributed over a broad range of RM values essentially

displays power at any k‖ value. This is the reason why diffuse emission power spectra show a

characteristic knee–shape as a function of k (Figure 3.8): by construction, they only have struc-

ture at φ = 6 and 12 rad m−2 corresponding to k‖ ≈ 0.02 and 0.06hMpc−1 respectively and their
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Figure 3.8: Left panel: Polarized power spectra PQ,U (orange and green lines respectively) for a

30 m baseline and an 8 MHz bandwidth centered at 150 MHz (z = 8.5) from the diffuse polarized

foreground D12 (solid) and D6 (dotted). The magenta line represents the leaked power spectra

PI . Right panel: Same as left panel but for ∆2
I,Q,U(k). The shaded gray region represents power

spectra of the 21 cm fiducial model from Lidz et al. (2008) with HI neutral fractions ranging

between 0.21 and 0.82.

power, therefore, falls off at higher k‖ values as illustrated in Figure 3.9. Noticeably, the D12

model power spectrum is brighter than the D6 one at k > 0.2h Mpc−1 despite its normaliza-

tion being five times smaller (see Section 3.2.2), showing that the super–horizon contamination

depends more on the φ value rather than the intrinsic foreground brightness.

In terms of contamination to the 21 cm power spectrum, our predictions should be regarded

as worst case scenarios, due to our conservative model assumptions. In both foreground mod-

els, leaked power spectra approximately behave as scaled versions of polarized power spec-

tra, however, in the diffuse emission case, the leaked power spectrum is ∼ 0.03 (mK)2 for

0.3 < k < 0.5h Mpc−1, a reasonably negligible contamination to the 21 cm power spectrum.

Bright, diffuse polarized foregrounds are therefore not a concerning contamination to the 21 cm

power spectrum as long as their emission is confined at low Faraday depths as all the existing ob-

servations are showing (e.g. Bernardi et al., 2009, 2010, 2013; Jelić et al., 2014, 2015; Lenc et al.,

2016). From a pure avoidance perspective, therefore, knowledge of the polarized point source
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Figure 3.9: Polarized power spectra PI,Q,U for an 8 MHz bandwidth centered at 150 MHz from

the diffuse polarized foreground D6 (upper panel) and D12 (lower panel).
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distribution is more relevant as it may contaminate high k modes too: its leakage magnitude is a

strong function of the average point source polarization fraction, becoming one order of magni-

tude smaller if a uniform distribution with a maximum value of 0.14% is assumed (Figure 3.7,

magenta dashed line). We will return to this point in the next section.

One natural by product of our formalism is the predicted fractional leakage f per k mode

defined as the reciprocal of Ri:

fi(k) =
1

Ri

=
pI(k)

pi(k)
(3.22)

Figure 3.10 shows that the fractional leakage contributed by Stokes Q and U is less that 3% for

k < 0.5h Mpc−1 in the 8 < z < 10 range and tends to increase with redshift. Moore et al.

(2015) gave a simplified estimate of the fractional leakages that is consistent with ours within a

factor of two.

Finally, we note that fi has a rather different behavior as a function of k than Ri, while they

should be, in first approximation, similar, due to the fact that the A matrices are nearly symmet-

rical (Figure 3.1). There is an intrinsic difference due to the fact that the simulations presented

here pertain to two different baselines, however, most of their difference is due to the input model.

The unpolarized point source model (Figure 3.6) is very smooth in frequency by construction,

leading to a very bright Stokes I power spectrum at small k‖ values and, therefore, a correspond-

ing Ri at those modes; conversely, as mentioned above, the polarized point source model has

power at essentially any k‖ value by construction, leading to an almost flat fi as a function of k‖.

3.3.3 Constraining the polarization fraction

We compared our predictions for the point source model - the worst expected contamination -

with the polarized power spectrum measurements from a 30 m baseline deep integration with the

PAPER–32 array (Moore et al., 2015). Their ∆2
Qm

and ∆2
Um

at 126 and 164 MHz (reported here

in Figure 3.11) are essentially consistent with the noise level in the ∆k = [0.2, 0.45]h Mpc−1

range. We used these results to constrain our polarized power spectrum ∆2
Q to ∆2

Q′ at the same
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Figure 3.10: StokesQ (top panel) and U (bottom panel) fractional leakage per k mode for a 30 m

baseline estimated from the polarized point source model at z = 8 (blue line), z = 9 (green line)

and z = 10 (red line) respectively. Error bars were calculated as the standard deviation of ten

random realizations of the model.

frequencies to be:

∆2
Q′ =

〈∆2
Q,U〉∆k

〈∆2
Qm,Um

〉∆k
∆2
Q = r∆2

Q (3.23)

where 〈 〉∆k indicates the average over the ∆k range for both Stokes parameters. Similarly, ∆2
U is

constrained to ∆2
U ′ at the corresponding frequencies. In order to be consistent with the data, the

simulated power spectra need to be scaled down by, at least, r ∼ 0.1 at 126 MHz (Figure 3.11;

left panel), whereas they are already consistent (i.e. fainter) with the measurements at 164 MHz

(Figure 3.11; right panel).

These results can be used to improve our assumptions on the point source polarization frac-

tion, allowing it to evolve with frequency. Defining γ126 the polarization fraction at 126 MHz
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and recalling from equation 3.14 that

∆2
Q,U ∝ 〈γ2〉 (3.24)

and

〈γ2〉 =
2b

3
〈γ〉 (3.25)

if γ follows a uniform distribution between 0 and b (b = 0.32% in this work), the comparison

with the Moore et al. (2015) power spectra yields 〈γ126〉 ≤ 0.1%, approximately a factor of three

smaller than our model assumption. It is interesting to note that such constraint qualitatively

meets the expectations of Faraday depolarization models (Burn, 1966; Tribble, 1991) that predict

the polarization fraction to decrease at longer wavelengths. Although the estimated leaked power

spectra may still remain above the expected 21 cm power spectra, they are now more than one

order of magnitude fainter than the initial model predictions.

One caveat of our comparison with real data is related to the role of ionospheric Faraday

rotation. Moore et al. (2015) already pointed out that averaging visibilities over many days

of observations to form polarized power spectra leads to significant depolarization due to time

variable ionospheric Faraday rotation. Without any correction, polarized power spectra measured

in an actual observation (e.g. Moore et al., 2015) can still be used to predict the leakage as we

showed above, although they cannot be used to model the intrinsic sky properties and, therefore,

straightforwardly predict the leakage contamination in a different 21 cm observation. In this

respect, the constraints we placed on the average polarization fraction of extragalactic radio

sources should be seen as constraints on the effective (i.e. modulated by ionospheric Faraday

rotation) rather than the intrinsic fraction.

The effect of ionospheric Faraday rotation could be directly included in our formalism in

equation 3.2 but we leave this for future work (Aguirre et al., in prep.).

3.4 Discussion and Conclusions

We have presented a formalism to extend the delay–spectrum, visibility–based power spectrum

estimator to full polarization, including the effect of polarized foreground leakage due to wide-
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Figure 3.11: Left panel: Polarized power spectra ∆2
Q′ and ∆2

U ′ (orange and green respectively)

from our point source simulation scaled down to match the observed ∆2
Qm

and ∆2
Um

(blue and

gray circles respectively) from Moore et al. (2015) at 126 MHz (z = 10.3). Right panel: Po-

larized power spectra ∆2
Q′ and ∆2

U ′ predicted from our point source simulation at 164 MHz

(z = 7.7) compared with the observed ∆2
Qm

and ∆2
Um

(blue and gray circles respectively) from

Moore et al. (2015) at the same frequency. We note that our predictions are compatible with the

observed upper limits.

field primary beams. We applied our formalism to simulate power spectra from PAPER–like

observations. We first used a total intensity source catalogue, predicting polarized power spec-

tra in general agreement with observations in Kohn et al. (2016). We then modeled polarized

(Galactic and extragalactic) foregrounds using recent low frequency observations and predicted

the corresponding power spectrum leakage, particularly focusing on the contamination for a 30 m

baseline.

We found that an “EoR window” can be defined in terms of polarization leakage from diffuse

Galactic foreground as its contamination falls quickly below ∼ 1 (mK)2 at k > 0.3h Mpc−1, i.e.

significantly below the fiducial range of 21 cm models. The existence of such EoR window is

due to the fact that current observations find significant diffuse polarization only at low Faraday

depths, i.e. φ . 12 rad m−2 corresponding to k‖ . 0.06h Mpc−1. Bright, diffuse emission

found at high Faraday depth values would appear at proportionally higher k‖ modes, narrowing
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(or jeopardizing) the EoR window. Current deep observations, however, set the presence of

polarized diffuse emission to be below ∼ 0.1 K at φ > 5 rad m−2 (Jelić et al., 2015), supporting

our model assumptions.

In the case of point source leakage, an EoR window cannot be identified because point

sources show emission essentially at any k‖ value due to their broad RM distribution, making

polarized point sources a potentially more serious contamination than diffuse emission. The

magnitude of such leakage depends, however, significantly on the average point source polar-

ization fraction for which only upper limits are currently available in the 100-200 MHz range.

By treating such upper limits as actual measurements, our model predicts a worse case scenario

where point source polarization leakage is higher than the contamination due to Galactic emis-

sion at any k mode for a 30 m baseline. For k > 0.15hMpc−1 our predicted upper limits are at

the same level as the 21 cm upper limits measured by Ali et al. (2015).

The comparison with polarized power spectra from Moore et al. (2015) constrains the ob-

served (i.e. uncorrected for ionospheric Faraday depolarization) average polarization fraction at

ν = 126 MHz to be 〈γ〉 < 0.1%, leaving upper limits to the 21 cm leakage that are between one

and two orders of magnitude greater than the 21 cm signal in the 7.7 < z < 10.3 range.

Our current simulations do not include the depolarization effect due to ionospheric Faraday

rotation average over multiple nights of observations, therefore all our predictions should be

regarded as worst cases in terms of contamination to the 21 cm power spectrum.

Finally, our work provides a tool to predict the level of leakage expected in actual 21 cm

observations by forward modeling the polarized foreground emission through the instrument

model (see Pindor et al., 2011; Bernardi et al., 2011; Sullivan et al., 2012, for relevant examples):

in the case of polarized point sources, for example, the observed average polarization fraction

needs to be known in order to predict the leakage. We indicate three ways to determine the

observed average polarization fraction:

• by best fitting the predicted polarized power spectra to the polarized power spectra mea-

sured in actual observations as we showed here with the Moore et al. (2015) data;

• by imaging the polarized sky without correcting for ionospheric Faraday rotation: this
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directly provides a measurement of the average point source polarization fraction;

• by applying an ionospheric Faraday rotation model to a polarized point source model real-

ization whose average polarization fraction is provided by independent observations.

Although future predictions might require further corrections to this first order picture, our model

offers a way to account for polarization leakage in 21 cm power spectrum observations to be

applied to future observations with PAPER, the Hydrogen Epoch of Reionization Array (DeBoer

et al., 2017) and, potentially, the Square Kilometre Array (Koopmans et al., 2015).



CHAPTER 4

All-sky Imaging with PAPER-128
1

T he Donald C. Backer Precision Array to Probe the Epoch of Reionization (PAPER, Par-

sons et al., 2010) is a radio interferometer built to detect the 21 cm Hydrogen line from cosmic

reionization. It is located in the Karoo desert (S30◦43′17.5′′ E21◦25′41.9′′) in the Northern Cape

province of South Africa, about 60 km west of the town called Carnarvon where the Karoo Array

Telescope (Foley, 2010) and the MeerKAT telescope (Foley, 2010; Brederode et al., 2016) are

located. In this chapter we present the analysis of the data taken with the 128-element PAPER

array with a view to characterize the EoR foregrounds.

4.1 Array configuration and data acquisition

The PAPER array with 128 elements (Figure 4.1) consists of 112 dipoles arranged in a 16×7 rect-

angular grid to offer maximum redundancy and 16 dipoles, referred to as outriggers, placed along

a perimeter of 300 m (Figure 4.2). The purpose of the outriggers is to improve the uv−coverage

(Figure 4.3). The antenna feed consists of crossed dipoles sandwiched between aluminum sleeves

1Nunhokee, C. D. et al., in prep
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16 x 7 grid 
antennas

outlier 
antennas

container

coaxial 
cables

Figure 4.1: PAPER-128 site in the Karoo desert, shows the redundant grid layout. The container

houses the backend electronics of the array. Inset: PAPER crossed dipoles sandwiched between

aluminum sleeves.

to broaden the frequency range in order to span the 100–200 MHz range. This assembly is

mounted on a 45◦ elevated wire-mesh that acts as a ground screen. Figure 4.4 illustrates the

signal chain and the digital backend of PAPER.

Epochs Julian Dates Calendar Dates

Season 1

1 2456617 - 2456673 Nov 20, 2013 - Jan 15, 2014

2 2456678 - 2456724 Jan 20, 2014 - Mar 7, 2014

Season 2

1 2456725 - 2456835 Mar 8, 2014 - Jun 26, 2014

2 2456836 - 2456875 Jun 27, 2014 - Aug 5, 2014

3 2456881 - 2456929 Aug 11, 2014 - Sep 28, 2014

4 2456941 - 2457995 Oct 10, 2014 - Dec 3, 2014

5 2457996 - 2457073 Dec 9, 2014 - Feb 19, 2015

Table 4.1: Breakdown of PAPER-128 observing seasons.
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Figure 4.2: Antenna layout of PAPER-128. Antennas highlighted in red were found to be mal-

functioning.

Figure 4.3: uv coverage for a 10 minute observation at 150 MHz.
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Figure 4.4: Schematic of the stages involved in processing the signal received at one sleeved

PAPER dipole.

Observations using PAPER-128 were carried out from November 2013–January 2015. The

entire duration of the observation is split into two seasons that consists of multiple epochs (refer

Table 4.1). In this chapter we present the analysis of the first epoch of the first season, corre-

sponding to 40 days.

4.2 Flagging and calibration

The first stage of the data analysis is identification and excision of bad data. Initially, we flagged

the frequency band edges due to bandpass filter roll-off and the channels known to be affected by

RFI due to satellite transmissions. All of the malfunctioning dipoles were permanently flagged

(Figure 4.2). Impulsive and narrow-frequency RFI was further flagged using the tfcrop algo-

rithm implemented in the Common Astronomy Software Applications (CASA) package. The

tfcrop algorithm auto detects and flags outliers from the data on a 2D time-frequency plane. Each

per baseline and per polarization visibility spectrum is averaged across all the timestamps for a

10 minute snapshot to construct an average bandpass. Further, an estimate of RFI-free band-
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pass via a robust piecewise polynomial is fitted to the previously computed average bandpass

(for more details refer https://casa.nrao.edu/Release3.4.0/docs/userman/

UserMansu161.html). The RFI-free bandpass is then divided from visibilities for each

timestamp to distinguish the narrow-band RFI spikes from a smoothly-varying bandpass. Any

resulting value that deviates significantly from a mean of one is treated as RFI and thus, flagged.

After flagging, we carried out interferometric calibration. The inclusion of outrigger dipoles

make the array non redundant, therefore we could not take advantage of redundant calibration

(i.e., Zheng et al., 2014) unlike previous PAPER observations (Parsons et al., 2014; Ali et al.,

2015), but employed a more traditional sky-based approach.

Traditional sky-based calibration is based on the observation of a calibrator, a point source

with known properties, isolated from other sources so that it essentially constitutes the whole sky

model. This condition is not easily met in PAPER observations as its field of view is so large

that no source is isolated. As a result, a fairly complex sky model may be needed for accurate

calibration. As a first step towards calibration, we used a sky model constituted by the Pictor A

(α = 5h20m24s, δ = −45◦46m48s) radio source alone. The motivation behind this choice is that

Pictor A is the brightest source (still unresolved at the angular resolution of our observations)

within the field of view and for which a well measured spectrum is available (Jacobs et al.,

2013). We will show that, despite its shortcomings (Yatawatta et al., 2013; Grobler et al., 2014),

this simple approach leads to a satisfactory first order calibration.

For each day we performed the following calibration steps:

1. selected the 10 minute-long (“snapshot”) observation where Pictor A is closest to transit

as it has the highest signal to noise ratio;

2. generated model visibilities by Fourier transforming the Pictor A point source model, as-

sumed to have a constant 1 Jy flux density across the observing band;

3. solved for antenna-based complex gains as a function of frequency using the CASA band-

pass task. The solution interval was set to 10 minutes and all the baselines shorter than

12λ were excluded as they are more sensitive to diffuse emission that was not included in

the sky model;
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4. applied the complex gains to form calibrated visibilities.

Figure 4.5: Gain amplitudes (top) and phases (bottom) for the xx polarization as a function of

frequency for dipoles 55 (left column) and 112 (right column) respectively. Different days are

identified with different colors.

Solutions for the yy polarization were persistently bad between 120 and 132 MHz, therefore,

the corresponding frequency channels were flagged. There is no obvious RFI contaminations in

those channels, therefore further investigation is required as we did not obtain meaningful gain

solutions for them. Examples of solutions are shown in Figure 4.5 and 4.6. Gains solutions are

fairly similar for different days, showing a fair instrument stability. Slopes in the gain phases are

due to uncorrected cable delays.
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Figure 4.6: Same as Figure 4.5 for the yy polarization.

Calibrated visibilities for each snapshot were Fourier transformed into individual images

with a ∼51◦ field of view. Uniform weighting was applied to the gridded visibilities in order to

minimize contaminations from sidelobes. The multi-frequency synthesis algorithm (Conway &

Sault, 1995) was used on a bandwidth between 120 and 175 MHz generating images centered at

146.5 MHz. The non-coplanarity of the array was corrected through the w-projection algorithm

(Cornwell & Bhatnagar, 2005) by setting the w terms to 32. Each image was deconvolved using

the Cotton-Schwab algorithm iteratively until a threshold of 100 mJy was reached, when the de-

convolution model had its first negative component. The resulting models were used to generate

model visibilities, which were subtracted from the calibrated data to form residual visibilities.
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The real part of residual visibilities was then binned and a Gaussian profile was fitted to the dis-

tribution (plotted in Figure 4.7). Only baselines greater than 30 m were used. The distributions

follow a fairly good Gaussian profile, as expected in the case of instrumental thermal noise. Data

points below and above 5σ were flagged and bandpass solutions were derived again.

Figure 4.7: Distribution of the real part of the residual visibilities at 150 MHz (left) and 160 MHz

(right) for baselines greater than 30 m (see text for details). The blue line is the Gaussian profile

fitted to the distribution.

4.2.1 Absolute flux calibration

The initial bandpass calibration did not tie the visibility amplitude to an absolute flux scale. We

used Pictor A to set the absolute flux density scale according to the Jacobs et al. (2013) model:

S(ν) = S0

( ν
ν0

)α0

(4.1)

where S(ν) is the predicted flux density, S0 = 382 Jy is the source flux density at ν0 = 150 MHz,

and α0 = −0.76 is the spectral index. If a(r̂, ν) describes the telescope primary beam response

evaluated at frequency ν and in the direction of Pictor A, then we can write the scaling factor

s(ν) for each day as

s(ν) =
S(ν)a(r̂, ν)

Sm(ν)
. (4.2)
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where Sm(ν) is the measured spectrum. For each of the linear orthogonal polarizations xx and

yy, the primary beam response a(r̂, ν) is defined as

a(r̂, ν) = j(r̂, ν)j∗(r̂, ν) (4.3)

where j(r̂, ν) defines the multiple propagation effects along the signal path (Smirnov, 2011a).

The visibility v(b, ν) is scaled such that the absolutely calibrated visibility can be represented

as

va(b, ν) = s(ν)v(b, ν). (4.4)

We then derived Pictor A spectrum Sm for each of the 40 days of observation in order to test the

accuracy of the absolute calibration. Following processes were carried out for each polarization

(x and y) per day:

1. calibrated visibilities were rotated in the direction of Pictor A;

2. a 2◦×2◦ image was made for each frequency channel including only baselines greater than

12λ. The three-dimensional Fourier transform in widefield imaging was accounted for by

using the w-stacking algorithm implemented in WSclean (Offringa et al., 2014). Uniform

weights were used and the snapshot image was deconvolved down to a flux threshold of

20 Jy through the Cotton-Schwab algorithm;

3. the source peak value was extracted from each image;

4. residual visibilities were formed by subtracting Pictor A from the calibrated visibilities,

which were rotated in the direction of Pictor A. 2◦×2◦ images were generated from the

residual visibilities for each frequency channel including only baselines greater than 12λ.

Same imaging specifications as in step 2 was used. The rms values evaluated from the

resulting residual images provide uncertainties associated with the extracted flux density

values.

We eventually average the spectra over 40 days of observation. The rms difference between the

model and our average spectrum S̃m(ν) yielded a 7.7 Jy rms, which is slightly greater than the
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5.5 Jy uncertainty on the model spectrum (Jacobs et al., 2013). We therefore applied a further

correction to the absolute calibration in the form of a polynomial fit. A fifth order polynomial

was fitted to the ratio r(ν):

r(ν) =
S(ν)a(r̂, ν)

Sm(ν)
. (4.5)

The 3.5 Jy rms obtained after a fifth order polynomial fit is now smaller than uncertainty on the

model spectrum.

The absolutely calibrated visibilities are thus given by

vc(b, ν) = r̃(ν)va(b, ν) (4.6)

where the fitted ratio r̃(ν) is equal to

r̃(ν) =
n=5∑
i=0

ri ν
i (4.7)

with ri representing the coefficients of the polynomial fit.

The average spectrum S̃m(ν) of Pictor A is again derived from vc(b, ν) in a similar fashion by

repeating steps (1) to (4). The top panel of Figure 4.8 shows S̃m(ν) for xx and yy polarizations

and the bottom panel displays the associated percentage error e(ν):

e(ν) =
|S(ν)− S̃m(ν)|

S(ν)
× 100. (4.8)

The variations in the spectrum (Figure 4.8) are significantly larger than the errors for some fre-

quencies, they may be due to calibration limitations of our model and this will subject of future

investigation. As the gain solutions do not vary significantly over consecutive days, it is fair to

assume that these variations are more contained within 24 hours. Hence, the derived calibration

solutions for each day were applied to all the observations carried out that particular day.

Crossed polarized visibilities for each antenna pair {i, j} were calibrated as follows:

vc
xy{i,j}(b, ν) =

(
g{i}x(ν)g∗{j}y(ν)

)−1
vm

xy{i,j}(b, ν)

vc
yx{i,j}(b, ν) =

(
g{i}y(ν)g∗{j}x(ν)

)−1
vm

yx{i,j}(b, ν) (4.9)

where vm
xy and vm

yx are the measured crossed polarized correlator outputs, gx and gy are the gain

solutions for x and y polarizations respectively. The gain solutions in equation 4.9 include the

scaling factors from equations 4.2 and 4.7.
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Figure 4.8: Top panel: Spectrum of Pictor A averaged over 40 days of observations for xx

(magenta) and yy (green) polarizations. The black line represents the model spectrum (Jacobs

et al., 2013) and the shaded region its 2σ uncertainty. Bottom panel: Relative error.

We then formed images with uniform weighting using thew-projection algorithm from the in-

dividual snapshots. Each image was obtained from multi-frequency synthesis (Conway & Sault,

1995) between 120 and 175 MHz and deconvolved down to a flux density of 10 Jy. The resulting

images exhibited “whiskers” like structures around the brightest sources (left panel; Figure 4.9)

and, they were first believed to arise due to undeconvolved sidelobes. Nevertheless, we did

not observed any whiskers associated with the faint sources (or they might be below the noise

level). Hence, we subtracted the brightest sources with which they appeared to be associated.

The sources were modeled using the CLEAN components obtained through deconvolution and

subtracted from the calibrated visibilities. The whiskers did not fade even after the bright source

subtraction. They might be due to ionospheric distortions that cause phase errors in time scales

shorter than 10 minutes and this will be investigated in the future. Furthermore, they are different
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for two sources, artefacts near Fornax A look like alternating positive and negative stripes (top

left panel of Figure 4.9), and those associated with Taurus A are positive stripes ∼30 arcmins

apart (bottom left panel of Figure 4.9). Bernardi et al. (2010) also found similar whiskers (see

left panel of Figure 2.6) associated with the bright source 3C 196 and the cause is still a mystery

to them as well. Despite the fact that we do not know the origin of these artefacts, we attempt to

model and subtract them from the individual xx and yy snapshots. The area around the whiskers

were masked and models were constructed using CLEAN components generated by the Cotton-

Schwab algorithm. While the subtraction was effective in few of the snapshots (shown in right

panels of Figure 4.9) it was not adequate to eliminate the whiskers from others.

An intriguing question now would be – do these structures have an impact on foreground

avoidance. Although we do not attempt any power spectrum analysis in this chapter, we are

interested in acquiring a first order approximation of the frequency behavior of these structures

beyond the horizon. Therefore, we Fourier transformed the per-baseline visibilities before and

after subtracting the whiskers along the frequency axis to construct delay spectra (Parsons et al.,

2012). If ṽc and ṽc
w are the per baseline delay transformed visibilities before and after subtracting

these structures respectively, the ratio rw can be expressed as

rw =

∣∣(|ṽc(b)| − |ṽc
w(b)|)

∣∣
|ṽc(b)| . (4.10)

The comparatively higher rw values beyond the horizon (Figure 4.10) reveal scattering of power

beyond the horizon. This may be disadvantageous to foreground avoidance, in particular, when

using the delay transform technique (Parsons et al., 2012) as it attempts to separate spectrally

smooth foregrounds from the data, without proper attention to the morphology. Further analysis

is required to describe these structures in order to escape systematics that are not captured by the

delay transform approach, however, this effort is beyond the scope of this work.

4.3 All-sky images

After calibration, we generated full polarization all-sky images. We used an “optimal map-

making” approach (Morales & Matejek, 2009; Ord et al., 2010). Given n individual measure-
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Figure 4.9: Examples of two 10 minute xx snapshot images before (left) and after (right) sub-

tracting the whiskers from the visibilities (see text for description).

ments of the sky brightness s′i(r̂, ν) = (I ′, Q′, U ′, V ′)Ti , the best estimate of the polarized sky

brightness s̃′(r̂), each with a different weight wi(r̂, ν) can be constructed using

s̃′(r̂, ν) =

n∑
i=1

s′i(r̂, ν) ◦wi(r̂, ν)

n∑
i=1

wi(r̂, ν) ◦wi(r̂, ν)
(4.11)
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Figure 4.10: Ratios rw obtained from the delay transformed visibilities of two snapshots at julian

dates 2456617.36176 (left) and 2456617.50791 (right) using equation 4.10 for a 30 m east west

baseline. The white dashed line denotes the horizon limit.

where ◦ denotes the Hadamard product (applicable for multiplicative operations only). If the

weights are taken to be the diagonal elements of the 4 × 4 Mueller matrix used to describe the

primary beam (chapter 3), equation 4.11 becomes

s̃′(r̂, ν) = D−1
[ n∑
i=1

s′i(r̂, ν) ◦ diag
(
Ai(r̂, ν)

)]
. (4.12)

where the normalization matrix D can be written as follows:

D =
n∑
i=1

[diag
(
Ai(r̂, ν)

)
] ◦ [diag

(
Ai(r̂, ν)

)
]∗ (4.13)

We note that equation 4.12 applies optimal weights but neglecting the off diagonal terms of

the primary beam matrix, it does not correct for leakage from any intrinsic Stokes parameters

into any observed ones as it is done in Ord et al. (2010). At this stage of the analysis, we are

interested in actually measuring the amount of leakage from total intensity in order to validate

the primary beam models used in chapter 3. We therefore began by creating pseudo Stokes

visibilities vc = (vc
I , vc

Q, vc
U, vc

V)T (in an analogical fashion to what is done in the power spectrum
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analysis of PAPER in Ali et al. (2015)):

vc
I = 0.5(vc

xx + vc
yy) ; vc

Q = 0.5(vc
xx − vc

yy)

vc
U = 0.5(vc

xy + vc
yx) ; vc

V = 0.5i(vc
xy − vc

yx) (4.14)

where (vc
xx, vc

xy, vc
yx, vc

yy)T is the four polarization correlator output defined in equation 3.3. In

order for the visibilities to be added coherently, they were phased to a common right ascension.

Individual 36◦ × 36◦ snapshot images were generated from the phased Stokes visibilities with

uniform weighting. The multi-frequency synthesis algorithm (Conway & Sault, 1995) was used

in order to provide a better uv coverage by taking advantage of the wide bandwidth. Stokes I

snapshots were deconvolved down to a flux density threshold of 10 Jy. The snapshot images were

then averaged together (equation 4.12) to produce the final images. Each final image included

all the snapshots that were 1.2 hours before and after transit.

Our total intensity images (Figures 4.11, 4.12, 4.13) do not show bright diffuse Galactic

emission similar to the structures observed by, for example, Bernardi et al. (2009), Offringa

et al. (2016) and Beardsley et al. (2016). As we filter the shorter baselines where the diffuse

emission is brighter, we do not observe diffuse emission in out total intensity images. Another

plausible cause may be the combination of our limited uv coverage as well as the choice of

weighting that significantly downweights short baselines. Emission is, therefore, mostly in the

form of compact sources apart from Fornax A (bottom panel, Figure 4.11) and the Vela-Puppis

complex (Figure 4.13). Pictor A (top panel, Figure 4.12) and the Crab Nebula (Figure 4.13) are

the dominant compact sources.

The Stokes Q images are dominated by the leakage from unpolarized point sources (see top

panels; Figure 4.14, 4.15 and 4.16 are examples). We proceeded by subtracting the instrumen-

tally polarized sources from the phased visibilities and combining the snapshots using equa-

tion 4.12 in order to characterize the observed polarized sky in terms of Stokes Q. We modeled

the polarized sources using CLEAN components by deconvolving the Stokes Q snapshots down

to a flux density equivalent to 0.01 of the image peak, and subtracted them from the visibilities.

The sources are fairly well subtracted (bottom panels; Figures 4.14, 4.15, and 4.16), for instance,

the peak around Fornax A of about 3 Jy dropped to a rms noise of 0.4 Jy. The images now look
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relatively featureless. The residuals are approximately of the same order as Figure 3.1. We leave

the validation of our beam model using these observations for future work.

In the final preparation of this thesis, we corrected a mistake that initially gave high power

in Stokes U and V images. Figures 4.17 and 4.18 now present the corrected images. We still

present the RM synthesis carried out with Stokes Q only, we will leave the analysis including

Stokes U for future work. The rms value in the resulting Stokes U (Figure 4.17) image is of

the same order as that of Stokes Q (Figure 4.14) image and the rms value in Stokes V (Fig-

ure 4.18) image is half that of Stokes Q image (Figure 4.14). Moreover, Stokes U and V do not

show any particular feature of leakage from the unpolarized sources as compared to Stokes Q in

which instrumentally polarized sources follow morphologies similar to Stokes I . However, we

attempted to subtract conservative models of the instrumentally polarized sources from Stokes

U and V visibilities. Most of the distorted patterns, for example, around Fornax A (top panel,

Figure 4.17 and Figure 4.18) disappeared after the subtraction. Note that we do not use Stokes

U in the following analysis.

We measured the instrumental polarization as follows:

1. derived a Stokes I source catalogue (refer to §4.4.1 for details);

2. for each Stokes I source, searched for a corresponding peak greater than 5 times the rms

noise. If no peak was found, we considered 5 times the rms noise to be the upper limit to

the instrumental polarization associated with the source. The noise was evaluated as the

rms of the pixel distribution taken within a 5 arcmins radius centered at the source.

3. divided both the extracted peaks and the upper limits by the corresponding Stokes I peaks.

The ratios are plotted in Figure 4.19.

The measurements were then averaged resulting in an instrumental polarization 〈γins〉 =2.7%.

Given that upper limits were not included, this average can be considered as a conservative

estimate of the instrumental polarization.



All-sky Imaging with PAPER-128 68

Figure 4.11: Stokes I maps generated including 40 days of observations with phase centers at

LST = 1.2 hours (top) and 3 hours (bottom) respectively.
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Figure 4.12: Same as Figure 4.11 but with phase centers at LST = 6.0 hours (top) and 8.4 hours

(bottom) respectively.
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Figure 4.13: Same as Figure 4.11 but with phase center at LST = 22.8 hours.

4.3.1 Rotation Measure synthesis

Rotation Measure (RM) synthesis (Brentjens & de Bruyn, 2005) is a powerful tool to measure

polarized emission, in particular, to recover weak polarized emission as a function of Faraday

depth φ. It utilizes the Fourier relationship between the polarized emission P (λ2) and the Faraday

depth distribution F (φ)

P (λ2) = W (λ2)

∫ ∞
−∞

F (φ)−2iφλ2 dφ (4.15)

where W (λ2) is the weighting function and λ is the observing wavelength.

We used RM synthesis in this work to characterize polarized emissions from our observations

as this technique successfully revealed widespread, weak polarized emission around the Perseus

cluster (de Bruyn & Brentjens, 2005). In addition, it can be performed only on Stokes Q or U ,

though we lose information about the sign of the Faraday depth (Brentjens & de Bruyn, 2005).
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Figure 4.14: Stokes Q map generated including 40 days of observations with phase center at

LST = 3 hours with before (top) and after (bottom) subtracting instrumental polarization from

Fornax A.
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Figure 4.15: Stokes Q map generated including 40 days of observations with phase center at

LST = 6 hours with before (top) and after (bottom) subtracting instrumental polarization from

Pictor A.
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Figure 4.16: Stokes Q map generated including 40 days of observations with phase center at

LST = 8.4 hours with before (top) and after (bottom) subtracting instrumental polarization from

Puppis A and the Crab Nebula.
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Figure 4.17: Stokes U map generated including 40 days of observations with phase center at LST

= 3 hours (top) and after subtracting instrumental polarization from Fornax A (bottom)
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Figure 4.18: Stokes V map generated including 40 days of observations with phase center at

LST = 3 hours (top) and after subtracting instrumental polarization from Fornax A (bottom)
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Figure 4.19: Instrumental polarization fraction γins as a function of radial distance of the source

from the phase center. Sources brighter than 5 Jy in Stokes I were included. Detections are

denoted by the red dots and upper limits by the blue triangles.

The output of RM synthesis is a cube at selected values of Faraday depth. The resolution in

Faraday depth is determined by the RM Spread Function (RMSF), which is the Fourier transform

of W (λ2). We obtained a RMSF width of 1.7 rad m−2 from our frequency coverage. The

sensitivity to the maximum RM, set by the channel width over which the visibilities are averaged,

is 155 rad m−2. We restricted the input to RM synthesis to Stokes Q only.

Given we have Stokes Q maps phased at five different LSTs, we obtained 5 φ-cubes as

outputs. We do not observe significant Faraday structures across Faraday depths, similar to

the features in (Bernardi et al., 2009; Jelić et al., 2015; Lenc et al., 2016). The level of polarized

emission is much fainter at higher φ values, as expected, as emission at high φ values suffers from

bandwidth depolarization (Bernardi et al., 2013; Jelić et al., 2015). The noise varies between 50–

100 mJy across LSTs. Figure 4.20 shows two slices of the Faraday cubes across three LSTs:

• top panel: slices are relatively featureless, and do not depict any sky emission. The noise

seems relatively higher at the edges;
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• middle panel: the slice at the low φ value is clearly dominated by Fornax A and its lobes;

• bottom panel: as we have few data points between 0 < LST < 22 hours, the slices have

higher noise. The bright emission at the edges may be due to sidelobes from the Galactic

center.

4.4 Results

We used measurements of the polarized emission to constrain the polarization models used in

chapter 3 and, thus, estimated the expected polarization leakage into the EoR power spectrum.

4.4.1 Source Catalogue

We used the Python Blob Detection and Source Measurement (PyBDSM, Mohan & Rafferty,

2015) as our source finder to extract sources from the total intensity maps shown in Figures 4.11,

4.12, 4.13. The source finder identified source candidates in islands of pixels brighter than 3σ

(see Figure 4.21). A 2D Gaussian is then fitted to each island. As a result, PyBDSM found

88 possible source candidates from the search parameters we defined. The noise estimated by

PyBDSM varies up to ∼50% from the Stokes I maps across different LSTs (Figure 4.22).

The catalogue of 88 unique sources were then compared with the Parkes–MIT–NRAO cata-

logue (PMN, Wright & Otrupcek, 1990). The reason for choosing the PMN catalogue is because

it covers the sky from declination greater than +27◦. PAPER sources were matched with their

PMN counterparts within a tolerance of 15 arcmins, and the closest one was chosen. We found

that 30% of the sources do not match, which is unexpected. Future work will be done to improve

source matching and cataloging. The catalogue of matched sources together with the unmatched

sources, down to a minimum flux density of 5 Jy is listed in Table 4.2 . The catalogue does not

include Pictor A, Fornax A, the Crab Nebulae and Vela-Puppis. The format of the catalogue is

as follows:
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Figure 4.20: Polarized emission at Faraday depths 5 (left) and 40 (right) rad m−2 generated from

averaged maps phased at LST 1.2 (top), 3.6 (middle) and 22.8 hours (bottom).
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Figure 4.21: PyBDSM identifying potential source candidates in one of the final Stokes I maps.

The axes are labeled in pixel numbers. The island boundaries that are identified are marked in

cyan. The pink areas shows the pixels used in the Gaussian fit.

• Column 1: Source name 2

• Column 2: Right ascension (J2000)

• Column 3: Declination (J2000)

• Coumn 4: Flux density (Jy) at 146.5 MHz

4.4.2 Point source polarization analysis

Our φ cubes did not reveal any polarized point source unlike Bernardi et al. (2013); Lenc et al.

(2017) across LSTs (see Figure 4.23). Therefore, we used our measured polarized emission to

2Source names are taken from the PMN catalogue. Sources which fail to find an association with the PMN

sources are named using the same convention as Jacobs et al. (2013).
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Figure 4.22: Rms noise calculated by PyBDSM for each Stokes map as a function of LST.

Figure 4.23: Slices through the φ cubes at two of the polarized sources namely PMN J0351-

2744 (left) and PKS J0636-2036 (right) detected by Lenc et al. (2017) at RM 34 and 50 rad m−2.

place constraints on the polarization model (see §3.3.2). We compared our Stokes I catalogue

(Table 4.2) to Taylor et al. (2009) polarization catalogue, one of the most comprehensive polar-

ization catalogue at 1.4 GHz to date within 15 arcmins. Out of 88 PAPER sources, 60 sources

found their counterparts. Each of the 60 matched Taylor et al. (2009) sources were then compared

with its neighboring sources within half synthesized beam, and the brightest ones were chosen
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as they are more likely to be observed by PAPER. We then performed the following processes

on each of the matched PAPER source:

1. selected a “cylindrical patch” formed by a circle of 5 arcmins centered around the source

including three φ values closest to the source;

2. evaluated the noise as the rms pixel distribution of the selected cylindrical patch. As no

polarized source was detected, a conservative upper limit to the polarized flux density was

taken to be five times the rms noise;

3. divided the upper limit by the corresponding Stokes I peak to obtain the observed polar-

ization fraction.

Figure 4.24: The solid line represents ∆2
I , the predicted leakage to the total intensity, estimated

in chapter 3. The dashed line show the leakage when we assumed the polarization fraction to be

distributed between 0 and 0.28%. The shaded gray region represents the power spectra of 21 cm

models from (Lidz et al., 2008) whose HI neutral fraction ranges from 0.21 to 0.82.

We eventually averaged the evaluated observed polarization fractions and, estimated 〈γobs〉 =

0.28%. As discussed in chapter 3, the leakage into the EoR spectrum is directly proportional
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to the square of polarization fraction. Therefore, we used 〈γobs〉 = 0.28% and constrained the

prediction in chapter 3 to be lower by 12% (Figure 4.24).

4.5 Discussions and Conclusions

We presented a 8640 square degrees, Stokes I , Q, U and V survey at 146.5 MHz carried out with

the 128-element configuration of PAPER. The survey spans 0h < RA < 13h and 21h < RA <

24h, centered at a declination of −30◦43′12′′. It reaches a confusion limit of 50 mJy in polarized

intensity. Our results can be summarized as follows:

• we explored widefield imaging with low-frequency dipoles arrays that generated full-

polarization images through an optimal weighting scheme. We estimated a conservative

instrumental polarization fraction of 2.7% over a 36◦ field of view.

• we did not observe any point source emission, which might be due to Faraday dispersion

leading to depolarization, but we leave it for future work.

• we constrained the observed polarization fraction to be 0.28% at 146.5 MHz that predicted

the leakage into the EoR window from a population of point sources to be 12% less than

the one predicted in chapter 3. This upper limit of the leakage power spectrum is at similar

level as reported by Ali et al. (2015) for k > 0.15 hMpc−1.

• PAPER observations are found to be limited by polarization leakage at k > 0.15 h Mpc−1

in contrast to Asad et al. (2016) who found that the polarization leakage in LOFAR obser-

vations is <10%.
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Table 4.2: Source Catalogue extracted from PAPER-128

Source ID RA DEC Flux (Jy)

0002-3413 00h02m36s −34◦13′24′′ 14.8 ± 0.9

J0003-1727 00h03m59s −17◦34′48′′ 5.4 ± 1.2

J0015-3804 00h15m48s −38◦56′59′′ 9.8 ± 0.8

J0020-2014 00h20m57s −20◦49′07′′ 8.2 ± 0.9

J0024-2928 00h24m52s −29◦31′55′′ 12.5 ± 0.7

J0025-2602 00h26m16s −25◦01′29′′ 14.8 ± 0.7

J0025-3303 00h26m16s −33◦58′14′′ 7.2 ± 0.7

0025-4135 00h25m15s −41◦35′16′′ 19.8 ± 0.9

J0035-2003 00h35m39s −19◦00′02′′ 11.7 ± 0.9

0038-1635 00h38m23s −16◦35′56′′ 16.0 ± 1.2

J0038-3859 00h38m45s −38◦01′14′′ 10.0 ± 0.8

0039-2734 00h39m36s −27◦34′07′′ 8.8 ± 0.7

J0042-4414 00h42m18s −44◦52′21′′ 17.7 ± 1.0

J0044-3530 00h45m00s −35◦28′57′′ 7.8 ± 0.6

J0046-4207 00h46m25s −42◦52′11′′ 25.7 ± 0.8

J0047-2517 00h48m02s −25◦46′38′′ 15.3 ± 0.8

J0052-4306 00h52m23s −43◦51′51′′ 16.0 ± 0.9

0103-2109 01h03m14s −21◦09′24′′ 11.7 ± 0.8

J0105-4505 01h05m26s −40◦04′53′′ 21.6 ± 0.9

0106-4004 01h06m44s −41◦35′16′′ 19.8 ± 0.9

J0108-1604 01h08m53s −16◦56′31′′ 23.1 ± 1.5

J0116-2052 01h17m25s −20◦12′29′′ 13.1 ± 0.8

J0120-1520 01h21m03s −15◦40′15′′ 21.6 ± 1.5

J0126-4048 01h27m07s −40◦00′40′′ 10.8 ± 0.9

0129-3839 01h29m57s −38◦39′49′′ 8.6 ± 0.9

J0130-2610 01h30m59s −26◦50′38′′ 10.2 ± 0.8

0130-4009 01h30m28s −40◦09′25′′ 11.2 ± 1.0

J0133-3629 01h34m16s −36◦31′38′′ 21.5 ± 0.8
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Source ID RA DEC Flux (Jy)

J0141-2706 01h41m59s −27◦54′23′′ 7.5 ± 0.8

J0142-1628 01h43m10s −16◦30′32′′ 12.6 ± 1.2

0145-1600 01h45m02s −16◦00′57′′ 71.8 ± 1.6

J0150-2932 01h51m01s −29◦28′33′′ 8.3 ± 0.7

J0200-3053 02h00m38s −30◦06′54′′ 17.6 ± 0.7

J0215-1259 02h16m22s −12◦01′24′′ 34.7 ± 1.7

0216-4346 02h16m18s −43◦46′04′′ 21.4 ± 1.5

J0219-3625 02h19m32s −36◦27′06′′ 9.9 ± 1.0

J0223-2819 02h24m08s −28◦41′56′′ 9.6 ± 1.0

J0225-2312 02h25m39s −23◦46′47′′ 12.8 ± 1.0

J0225-2215 02h25m43s −22◦45′01′′ 10.1 ± 1.0

J0237-1932 02h38m18s −19◦30′48′′ 25.8 ± 1.5

J0312-1450 03h13m27s −14◦11′52′′ 15.1 ± 1.4

J0312-4510 03h21m16s −45◦42′53′′ 18.6 ± 1.6

J0320-3821 03h21m27s −38◦46′48′′ 24.6 ± 1.8

J0322-3712 03h22m33s −37◦57′57′′ 27.9 ± 1.4

J0346-3422 03h46m55s −34◦37′01′′ 16.3 ± 1.6

J0351-2744 03h52m06s −27◦16′28′′ 23.8 ± 1.6

J0351-1429 03h52m12s −14◦30′00′′ 31.6 ± 1.6

J0429-3630 04h30m00s −36◦26′20′′ 16.4 ± 1.6

0431-4518 04h31m22s −45◦18′20′′ 13.0 ± 1.7

0434-4514 04h34m11s −45◦14′07′′ 10.1 ± 1.6

J0438-4736 04h38m05s −47◦31′04′′ 10.5 ± 1.3

0438-4754 04h38m55s −47◦54′39′′ 19.0 ± 1.3

0440-4626 04h40m57s −46◦26′01′′ 22.8 ± 1.5

0441-4408 04h41m15s −44◦08′33′′ 16.0 ± 1.6

0441-4511 04h41m38s −45◦11′19′′ 5.0 ± 0.7

J0444-2809 04h45m02s −28◦49′17′′ 37.7 ± 1.6

0447-1230 04h47m51s −12◦30′11′′ 13.7 ± 1.6

0448-1135 04h48m48s −11◦35′33′′ 17.0 ± 1.4
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Source ID RA DEC Flux (Jy)

J0455-3006 04h55m48s −30◦52′57′′ 18.3 ± 1.5

J0455-2034 04h55m57s −20◦33′04′′ 16.9 ± 1.7

J0510-1838 05h11m12s −18◦18′48′′ 18.0 ± 1.7

0520-4226 05h20m05s −42◦26′44′′ 20.4 ± 1.7

0521-4326 05h21m24s −43◦26′49′′ 16.0 ± 1.3

J0522-3627 05h23m14s −36◦33′14′′ 46.2 ± 1.7

0525-4542 05h25m06s −45◦42′29′′ 39.4 ± 1.5

J0627-3529 06h27m28s −35◦28′10′′ 16.1 ± 1.6

J0636-2036 06h37m12s −20◦24′35′′ 39.3 ± 1.6

J0658-2417 06h59m32s −24◦43′17′′ 25.4 ± 1.6

0744-4558 07h44m31s −45◦58′35′′ 8.5 ± 1.9

J0747-1917 07h48m04s −19◦50′55′′ 29.0 ± 1.8

0752-4638 07h52m02s −46◦38′09′′ 14.5 ± 1.4

J0824-4259 08h24m05s −43◦52′20′′ 97.5 ± 1.9

J0827-2026 08h27m57s −20◦33′29′′ 18.2 ± 1.8

0848-1313 08h48m39s −13◦13′09′′ 14.5 ± 1.4

0848-4543 08h48m46s −45◦43′14′′ 16.4 ± 1.7

0849-1352 08h49m34s −13◦52′17′′ 38.9 ± 1.3

0859-4609 08h59m36s −46◦09′46′′ 18.9 ± 1.9

J0859-4731 08h59m29s −47◦22′04′′ 25.4 ± 1.1

J0901-2555 09h02m21s −25◦03′38′′ 26.3 ± 1.8

0914-1248 09h14m45s −12◦48′39′′ 24.5 ± 0.9

0917-4700 09h17m07s −47◦00′33′′ 17.1 ± 1.9

0918-1520 09h18m17s −15◦20′03′′ 21.5 ± 1.9

0859-4638 07h52m02s −46◦38′09′′ 14.5 ± 1.4

0944-4739 09h44m23s −47◦39′12′′ 38.9 ± 0.9

2333-4253 23h33m44s −42◦53′02′′ 14.6 ± 1.3

J2334-4125 23h34m41s −41◦41′14′′ 35.0 ± 1.2

2355-1734 23h55m57s −17◦34′00′′ 14.8 ± 1.3

J2357-3455 23h57m18s −34◦18′01′′ 19.8 ± 0.9



CHAPTER 5

General conclusions

The Epoch of Reionization is a milestone in modern cosmology, and is the last major phase

transition of the intergalactic medium from neutral to ionized. Amongst the various probes,

the redshifted 21 cm line is acknowledged to be the most promising one as it probes different

depths in the Universe’s history by retaining the redshift information (Furlanetto et al., 2006;

McQuinn, 2016). Various experiments are currently dedicated towards measuring the power

spectrum of 21 cm Hydrogen line while others are looking to detect the globally averaged 21

signal. Measurements of the 21 cm Hydrogen line require exceptional sensitivity, control over

systematic errors and exquisite calibration accuracy in order to separate foreground emission that

is a few orders of magnitude brighter than the 21 cm emission.

This work primarily addresses the leakage due to instrumental widefield effects in visibility-

based power spectra measured with redundant arrays, in particular, the Donald C. Baker Precision

Array to Probe the Epoch of Reionization (PAPER). We have developed a framework whereby

the delay-transform approach in (Parsons et al., 2012) has been extended to include all polar-

izations. We used the 32-element imaging configuration of PAPER to simulate realistic full-sky

observations and construct polarized power spectra. We predicted the contamination due to a

86
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population of point sources to be higher than diffuse Galactic polarized emission at all k modes

for a 30 m baseline. However, even under the worst conditions, we could define a foreground-free

window for diffuse Galactic emission at k > 0.3hMpc−1.

Furthermore, we analyzed 40 days of data from the last observing season of PAPER in order

to image the sky region 11◦ < DEC < 46◦ South and, 0 h < RA < 13 h and 21 h < RA < 24 h

at 146.5 MHz at an angular resolution of 26 arcmins. We applied an optimal beam weighting

scheme and combined all the snapshots 1.2 hours before and after the transit to form final Stokes

images. The resulting Stokes I images were used to derive a catalogue of 88 compact sources

down to a flux density of 5 Jy, covering about 8640 square degrees. The Stokes Q images were

used to estimate the instrumental polarization of PAPER, which was found to be 2.7% under

conservative conditions. In addition, they were utilized as inputs to the RM synthesis, and the

upper limit to the observed point source polarized fraction was estimated to be 0.28%. This new

upper limit, in turn, lowers our leakage (due to a population of point sources) prediction of the

EoR power spectrum by 12%. However, the leakage caused by instrumental widefield effects

still remain problematic as it is 1–2 orders higher than the desired 21 cm signal.
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