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ABSTRACT

In Africa, many large and extensive wetlands are hydrologically connected to rivers, and their
environmental integrity, as well as their influence on downstream flow regimes, depends on
the prevailing channel-wetland exchange processes. These processes are inherently complex
and vary spatially and temporally. Understanding channel-wetland exchanges is therefore,
indispensable for the effective management of wetlands and the associated river basins.
However, this information is limited in most of the river basins containing large wetlands in
Africa. Furthermore, it is important to understand the links between upstream and
downstream flow regimes and the wetland dynamics themselves, specifically where there are
water resource developments that may affect these links (upstream developments), or be
affected by them (downstream developments).

Hydrological modelling of the entire basin using basin-scale models that include wetland
components in their structures can be used to provide the information required to manage
water resources in such basins. However, the level of detail of wetland processes included in
many basin-scale models is typically very low and the lack of understanding of the wetland
dynamics makes it difficult to quantify the relevant parameters. Detailed hydraulic models
represent the channel-wetland exchanges in a much more explicit manner, but require
relatively more data and time resources to establish than coarser scale hydrological models.
The main objective of this study was, therefore, to investigate the use of a detailed hydraulic
wetland model to provide a better understanding of channel-wetland exchanges and wetland

dynamics, and to use the results to improve the parameterisation of a basin-scale model.

The study focused on improving the water resource assessments modelling of three data-
scarce African river basins that contain large wetlands: the floodplains of the Luangwa and
Upper Zambezi River basins and the Usangu wetland in the Upper Great Ruaha River basin.
The overall objective was achieved through a combined modelling approach that uses a
detailed high-resolution LISFLOOD-FP hydraulic model to inform the structure and
parameters of the GW Pitman monthly hydrological model. The results from the LISFLOOD-
FP were used to improve the understanding of the channel-wetland exchange dynamics and
to establish the wetland parameters required in the GW Pitman model. While some wetland
parameters were directly quantified from the LISFLOOD-FP model results, others, which are

highly empirical, were estimated by manually calibrating the GW Pitman wetland sub-model



implemented in excel spreadsheets containing the LISFLOOD-FP model results. Finally, the
GW Pitman model with the inclusion of the estimated wetland parameters was applied for
each basin and the results compared to the available downstream observed flow data. The two
models have been successfully applied in southern Africa, with the GW Pitman model being
one of the most widely applied hydrological models in this region. To address the issue of
data scarcity, during setup of these models, the study mainly relied on the global datasets
which clearly adds to the overall uncertainty of the modelling approach. However, this is a
typical situation for most of the data scarce regions of the continent.

A number of challenges were, however, faced during the setup of the LISFLOOD-FP, mainly
due to the limitations of the data inputs. Some of the LISFLOOD-FP data inputs include
boundary conditions (upstream and downstream), channel cross-sections and wetland
topography. In the absence of observed daily flows to quantify the wetland upstream
boundary conditions, monthly flow volumes simulated using the GW Pitman monthly model
(without including the wetland sub-model) were disaggregated into daily flows using a
disaggregation sub-model. The simulated wetland inflows were evaluated using the observed
flow data for downstream gauging stations that include the wetland effects. The results
highlighted that it is important to understand the possible impacts of each wetland on the
downstream flow regime during the evaluations of the model simulation results. Although the
disaggregation approach cannot be validated due to a lack of observed data, it at least enables
the simulated monthly flows to be used in the daily time step hydraulic model. One of the
recommendations is that improvements are required in gauging station networks to provide
more observed information for the main river and the larger tributary inflows into these large
and important wetland systems. Even a limited amount of newly observed data would be
helpful to reduce some of the uncertainties in the combined modelling approach. The SRTM
90 m DEM (used to represent wetland topography) was filtered to reduce local variations and
noise effects (mainly vegetation bias), but there were some pixels that falsely affect the
inundation results, and the recently released vegetation-corrected DEMs are suggested to
improve the simulation results. Channel cross-section values derived from global datasets
should be examined because some widths estimated from the Andreadis et al. (2013) dataset
were found to be over-generalised and did not reflect widths measured using high-resolution
Google Earth in many places. There is an indication that channel cross-sections digitised
from Google Earth images can be successfully used in the model setup except in densely

vegetated swamps where the values are difficult to estimate, and in such situations, field



measured cross-section data are required. Small channels such as those found in the Usangu
wetland could play major role in the exchange dynamics, but digitising them all was not
straightforward and only key ones were included in the model setup. Clearly, this inevitably
introduced uncertainties in the simulated results, and future studies should consider applying
methods that simplify extractions of most of these channels from high-resolution images to

improve the simulated results.

The study demonstrated that the wetland and channel physical characteristics, as well as the
seasonal flow magnitude, largely influence the channel-wetland exchanges and wetland
dynamics. The inundation results indicated that the area—storage and storage—inflow
relationships form hysteretic curves, but the shape of these curves vary with flood magnitude
and wetland type. Anticlockwise hysteresis curves were observed in both relationships for the
floodplains (Luangwa and Barotse), whereas there appears to be no dominant curve type for
the Usangu wetlands. The lack of well-defined hysteretic relationships in the Usangu could
be related to some of the difficulties (and resulting uncertainties) that were experienced in
setting up the model for this wetland. The storage—inflow relationships in all wetlands have
quite complex rising limbs due to multiple flow peaks during the main wet season. The
largest inundation area and storage volume for the Barotse and Usangu wetlands occurred
after the peak discharge of the wet season, a result that is clearly related to the degree of
connectivity between the main channel and those areas of the wetlands that are furthest away
from the channel. Hysteresis effects were found to increase with an increase in flood
magnitudes and temporal variations in the wetland inflows. Overall, hysteresis behaviour is
common in large wetlands and it is recommended that hysteresis curves should be reflected in
basin-scale modelling of large river basins with substantial wetland areas. At a daily time
scale, inflow—outflow relationships showed a significant peak reduction and a delayed time to
peak of several weeks in the Barotse and Usangu wetlands, whereas the attenuation effects of

the Luangwa floodplain are minimal.

To a large extent, the LISFLOOD-FP results provided useful information to establish wetland
parameters and assess the structure of Pitman wetland sub-model. The simple spreadsheet
used to estimate wetland parameters did not account for the wetland water transfers from the
upstream to the next section downstream (the condition that is included in the LISFLOOD-FP
model) for the case when the wetlands were distributed across more than one sub-basin. It is
recommended that a method that allows for the upstream wetland inflows and the channel
inflows should be included in the spreadsheet. The same is true to the Pitman model

iv



structure, and a downstream transfer of water can be modelled through return flows to the
channel. The structure of the wetland sub-model was modified to allow an option for the
return flows to occur at any time during the simulation period to provide for types of
wetlands (e.g. the Luangwa) where spills from the channel and drainage back to the channel
occur simultaneously. The setup of the GW Pitman model with the inclusion of wetland
parameters improved the simulation results. However, the results for the Usangu wetlands
were not very satisfactory and the collection of additional field data related to exchange
dynamics is recommended to achieve improvements. The impacts of the Luangwa floodplain
on the flow regime of the Luangwa River are very small at the monthly time scale, whereas
the Barotse floodplain system and the Usangu wetlands extensively regulate flows of the
Zambezi River and the Great Ruaha River, respectively. The results highlighted the
possibilities of regionalising some wetland parameters using an understanding of wetland
physical characteristics and their water exchange dynamics. However, some parameters
remain difficult to quantify in the absence of site-specific information about the water
exchange dynamics. The overall conclusion is that the approach implemented in this study
presents an important step towards the improvements of water resource assessments
modelling for research and practical purposes in data-scarce river basins. This approach is not
restricted to the two used models, as it can be applied using different model combinations to

achieve similar study purpose.
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CHAPTER ONE: INTRODUCTION

1.1 General introduction

Wetlands are formed at the interface between terrestrial and aquatic areas (Curie et al., 2007;
Tooth and McCarthy, 2007; Ellery et al., 2009). Their formation is mainly determined by a
combination of geological, hydrological and geomorphic factors (Ellery et al., 2009; Grenfell
et al., 2010) or tectonic activities (Sivan et al., 2011). As a result, wetlands formed by
different processes have different characteristics, and they are expected to function differently
(Tooth and McCarthy, 2007; McCartney et al., 2010; Acreman and Holden, 2013).

Globally, wetlands are regarded as valuable freshwater ecosystems because of the functions
and services they deliver (Hooijer, 2003; Berkowitz and White, 2013; Heimhuber et al.,
2016; Tomscha et al., 2017). Wetlands provide many useful benefits, including the effective
attenuation of floods, maintaining base flow, recharging groundwater, providing habitats for
aquatic species, supporting biodiversity, recycling nutrients and purifying water. Moreover,
the presence of fertile soils in wetlands encourages agriculture, ranging from small to large
scale (Kakuru et al., 2013). Some human populations, particularly in developing regions in
Africa, derive more than 50% of their income from wetlands (Schuijt, 2002; Schuyt, 2005).
For example, approximately 100% of the water used for domestic activities by the
community living near the Yala swamp in Kenya is abstracted from this wetland, and 86% of
their building materials, such as soils, woods and papyrus, are similarly obtained from this
wetland (Schuyt, 2005). In general, wetland functions can be divided into three broad
categories: 1) hydrological; 2) biological, and; 3) geochemical (Wang et al., 2008). The
hydrological functions, in particular, are regarded as the driving force of other wetland
functions (Acreman and Miller, 2007; Todd et al., 2010; Mitsch and Gosselink, 2015;
Zhigiang et al., 2016). For example, the ecological health, biodiversity and water quality of
wetlands are highly influenced by the wetland hydrology (i.e. the amount and movement of
water in the wetland). Moreover, the hydrological functions of wetlands account for the
importance of these ecosystems in the hydrological cycle (Bullock and Acreman, 2003;
Négrel et al., 2005; Fossey et al., 2015). Therefore, wetland hydrological variables (e.g.
duration, timing, frequency and the extent of inundation) have been widely assessed in many

wetland studies.



Although the importance of wetlands is widely recognised, anthropogenic activities, either
upstream or within wetlands, modify the natural characteristics, functions and processes of
wetlands (Grundling et al., 2013; Mcclain, 2013; Matthew and Day, 2014). Channel slopes,
roughness and velocity may be significantly altered by anthropogenic activities to an extent
that the duration, timing, frequency, magnitude and the extent of inundation are affected
(Hattermann et al., 2008). As a result, apart from other factors, such as climate change and
natural variability, anthropogenic activities have contributed substantially to changes in
wetland dynamics (Kashaigili et al., 2006a; Tockner et al., 2008; Harrison, 2013).

In Africa, many large and extensive wetlands are hydrologically connected to large rivers
(Tooth et al., 2002; Hughes et al., 2014). Examples of these wetlands include the wetlands in
the upper reaches of the Congo River, the Barotse floodplain of the Zambezi River, the Niger
River Delta and many other large rivers across the continent. The total integrity of the two
systems (i.e. river channels and wetland) depends on how they interlink (Thoms et al., 2005;
Frazier and Page, 2006; Heimhuber et al., 2016). The channel-wetland exchange processes
are inherently complex, particularly in large wetlands (Phillips, 2013; Hughes et al., 2014;
Karim et al., 2015; Vanderhoof et al., 2015; Larocque et al., 2016), and they vary spatially
and temporally. Variation in the exchange processes has impacts on both the wetland water
balance and river flow regimes (Wang et al., 2010; Hughes et al., 2014; Fossey et al., 2015).
An improved understanding of the spatial and temporal variation of the exchange processes
between river channels and wetlands is indispensable for the effective management of
wetlands and river basins (Frazier and Page, 2009; Kupfer and Meitzen, 2012; Hughes et al.,
2014; Karim et al., 2015). However, this information remains limited for many river basins
containing large wetlands in Africa. This is because collecting ground-based data particularly
in large and remote river basins is a challenging task, and high-quality Earth Observation
(EO) data are not always available for these basins. Modelling can be an alternative approach
for understanding different processes in wetlands, including channel-wetland exchange

dynamics.

Hydraulic models are widely used to understand the channel-wetland exchange dynamics,
including the occurrence and magnitude of flood inundation in terms of spatial extents and
depths (Patro et al., 2009; Karim et al., 2012; Neal et al., 2012). However, a comprehensive
understanding of the influence of these dynamics on flow regimes at the basin scale should
also consider the impacts of upstream changes on wetland hydrological inputs. As a result,
this requires basin-scale modelling (Zhang et al., 2013), and many studies have applied basin-
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scale models to understand different processes in wetlands and their impacts on the
downstream hydrological regime of river basins (Ndomba et al., 2010; Gray et al., 2012;
Zhang et al., 2013; Hughes et al., 2014; Rahman et al., 2016). Basin-scale models vary from
simple to complex, based on the required amount of input data and parameters, basin
processes captured in the model structure and the spatial and temporal resolution used
(Hughes, 2015a). Existing models either directly incorporate or indirectly model wetland
processes (Rahman et al., 2016), although many models ignore or oversimplify the natural
wetland processes e.g. the channel-wetland exchange processes (Hattermann et al., 2008;
Martinez-Martinez et al., 2014). For example, the earliest version of the Pitman model
(Pitman, 1973) represented a wetland as a simple reservoir. A model structure that is not
sufficiently detailed in terms of wetland processes will inevitably produce simulation results
of low reliability (Hughes et al., 2006).

In an effort to improve model simulations, various researchers have modified the wetland
components of some basin-scale models to include relevant wetland processes (Hattermann et
al., 2008; Wang et al., 2008; Liu et al., 2010; Gray et al., 2012; Zhang et al., 2013; Hughes et
al., 2014; Mekonnen et al., 2016). For example, a study by Gray et al. (2012) modified the
wetland component of the Agricultural Catchments Research Unit (ACRU) model, and
applied it to assess the influence of a wetland on hydrological responses in the Thukela Basin
in South Africa, whereas Zhang et al. (2013) modified the wetland component in the Soil and
Water Assessment Tool (SWAT) model to simulate the hydrological processes of the
Zhalong Wetland in northeast China. Liu et al. (2010) developed an extension of SWAT’s
wetland module that can be used to assess the wetland-river interactions in large catchments,
whereas Rahman et al. (2016) further developed SWAT’s wetland module to simulate
hydraulic interactions between rivers, riparian depression wetlands and aquifers in the Barak-
Kushiyara River Basin in India. Hughes et al. (2014) introduced a wetland component for the
modified version of the Pitman model (GW Pitman model, Hughes et al., 2004) that includes
a channel-wetland exchange function, mainly including wetland processes that are important

for the generation of downstream flows.

Despite the improvements of the wetland components of many basin-scale models, the
application of these models to data-scarce basins of Africa remains a challenge (Hughes,
2015a), as the inclusion of more processes within a model structure requires a greater amount
of observed data for model calibration. Climatic data required to establish and validate
models as well as the physical data required to estimate model parameters are generally
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insufficient and generally not accurate (Hughes, 2006; 2015a). Some researchers have
attempted to integrate Earth Observation (EO) data and Geographic Information System
(GIS) into models to understand various wetland characteristics and channel-wetland
exchanges in many river basins in Africa (Griensven et al., 2008; Jung et al., 2010;
Leauthaud et al., 2013; Lee et al., 2015). Hughes et al. (2014) acknowledged the importance
of EO data to understand complex processes associated with channel-wetland exchanges,
such as wetland return flow. However, although EO data have proved to be valuable in many
studies, particularly in the developed world, remote sensing images of high quality (e.g.
Satellite Pour 1‘Observation de la Terre (SPOT), Synthetic Aperture Radar (SAR) and light
detection and ranging (LIDAR)) are expensive to acquire, and in some cases, are not
available (Frazier and Page, 2009). Freely available satellite images are affordable for use in
river basins studies in Africa (Yan et al., 2015) but they are subject to a series of
uncertainties. For that reason, the application of EO data as alternative data to force and

validate models for data-scarce basins in Africa remains largely problematic.

A further challenge in applying basin-scale models in river basins containing large wetlands
is that the level of detail included in these models, especially for large wetlands, is very low.
Thus, setting up models in these wetlands is always difficult. If detailed hydraulic models
(e.g. LISFLOOD-FP, MIKE 21 and SOBEK) that include different conceptual processes can
be used to understand the hydraulic characteristics and inundation dynamics associated with
these wetlands, it is likely that this information can help to set up basin-scale model.
Recently, the LISFLOOD-FP model has been successfully applied to many river basins
containing large wetlands in Africa (Jung et al., 2010; Neal et al., 2012; Schumann et al.,
2013; Ferndndez et al., 2016). In most of these studies, the LISFLOOD-FP model was
established using limited ground-based climatic data, free EO data such as the Shuttle Radar
Topography Mission (SRTM) data to represent the topographical characteristics, and the
freely available satellite imagery, such as Landsat images, to calibrate and/or validate model
simulations. This suggests that, despite the challenge presented by data scarcity, detailed
hydraulic models, which can be set up in data-scarce basins and provide satisfactory results,

are available.



1.2 Research problem

Surface freshwater resources continue to be the main source of water for many African
countries; therefore, socio-economic development of these countries is dependent on the
availability of surface water (Mwanza, 2003; Mcclain, 2013). Yet, most water resources are
dynamic, resulting in the unpredictability of water availability (Valimba, 2004; Mazvimavi
and Wolski, 2006; Oguntunde et al., 2006; Conway, 2009). Unless there is an understanding
of the processes influencing the dynamics of these water resources, it is unlikely that
sustainable management of water resources can be implemented. Most large rivers are
hydrologically connected with large wetlands. Although wetlands owe their sustainability to
the balance between inflows and outflows from their source river, the flow regime of a river
is also highly influenced by wetland dynamics. As the integrity of both systems depends on
their connectivity, the channel-wetland exchange dynamics have impacts on the flow regimes
of both the wetland and the river. Channel-wetland exchange dynamics require quantification
to facilitate the understanding of water resource dynamics.

To enable an improved understanding of the impacts of different upstream water resource
developments on large wetlands, and in turn, the influence of channel-wetland exchange on
water resources dynamics (i.e. river flow regimes), a basin-scale model which includes a
wetland component is required (Wen et al., 2013; Zhang et al., 2013). However, the flow
routing components in most of these models are simplified and do not realistically represent
the flow dynamics of large wetlands (Goteti et al., 2008; Trigg et al. 2009; Valentova et al.,
2010). Despite several recent studies on the inundation dynamics of large wetlands using
available ground and/or satellite observations, this approach is always constrained by the
availability and quality of both ground and satellite observation data. Ground-based
observations of water surface elevation and discharge often do not exist, particularly for the
upper catchments that contribute to wetland inflows. It is difficult to establish plausible
model parameter values when modelling basins that include large wetlands. Therefore, a new

approach is required for modelling African river basins that contain large wetlands.

1.3 Research aim

The overall purpose of the study is to improve water resource assessment modelling of data-
scarce large African river basins that include large wetlands. This will be achieved through a

combined modelling approach that allows the use of a detailed hydraulic model to inform the
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structure and parameters of the basin-scale model, as summarised in Figure 1.1. The approach

involves the following steps:

% To apply an initially calibrated, monthly time step and coarse spatial scale
hydrological model, coupled with a monthly to daily disaggregation approach, to
establish the upstream boundary conditions required for setting up the hydraulic

model.

% To calibrate the hydraulic model using a limited number of seasonal flood sequences
to understand and quantify the wetland—channel exchange processes and to assist with
the quantification of the parameters of the much simpler basin-scale model.

% To re-calibrate the basin-scale model that includes a wetland—channel exchange
function and to validate the model using any available data.

% To assess the possibility of regionalising or directly estimating the wetland parameters
of the basin-scale model on the basis of the wetland characteristics.

I
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| monthly flowsto t-+ |  exchanges &  k---
I daily flows : ll validation :

—— e ———— —_————— e ————

- - - e &

¥
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Figure 1.1: A combined modelling approach at a basin scale.



1.4  Significance of the study

Generally speaking, the hydrology of wetlands as well as the interactions between wetlands
and rivers can potentially be assessed through ground-based monitoring; however, this is only
possible in relatively small wetlands where interactions among hydrological processes can be
monitored over small spatial scales (Clilverd et al., 2013; Rahman et al., 2016). It is not
practical to implement gauging and monitoring of a large basin possibly containing one large
or numerous wetlands (Alsdorf et al., 2007). A combined modelling approach applied in this
study is expected to improve the understanding and accomplish efficient modelling for
practical purposes at the basin scale.

1.5 Thesis structure

Chapter 2 covers a review on channel-wetland exchanges including hydrological and
hydraulic modelling (and a combined modelling approach) of river basins containing large
wetlands. Study areas and their physical characteristics are presented in Chapter 3. This
chapter also introduces sources and quality of the data that were used in the study. Chapter 4
covers different methods used to attain the overall aim of the study. Results and general
discussions are presented in Chapter 5, while the conclusions and recommendations of the

study are in Chapter 6.



CHAPTER TWO: LITERATURE REVIEW

This chapter presents a review of the different aspects related to channel-wetland exchanges
in large river basins. Various methods related to modelling large basins containing substantial
wetland areas are reviewed, such as the use of EO data, GIS and models, or a combination of
these methods (e.g. Kashaigili et al., 2006a; Rayburg and Thoms, 2009; Schumann et al.,
2013; Trigg et al., 2013; Heimhuber et al., 2016). A review of a combined modelling
approach that integrates both hydraulic and hydrological models to improve model simulation
results in different wetland studies is also included. Since the study focuses on southern
African river basins containing large wetlands, sections 2.1 and 2.2 briefly introduce the

distributions and common types of large wetlands in Africa.

2.1 Wetland definition, distribution and the processes responsible for

wetland formation in Africa

There is no single agreed definition of wetlands; however, the definition provided by the
Ramsar Convention on Wetlands (1971) has been widely accepted with some minor
modifications. The Convention’s definition of wetlands is: ‘areas of marsh, fen, peatland or
water, whether natural or artificial, permanent or temporary, with water that is static or
flowing, fresh, brackish or salty, including areas of marine water the depth of which at low
tide does not exceed six metres’. Some organisations, such as the South African National
Biodiversity Institute (SANBI, 2009), have modified the stipulation within the Ramsar
definition of six metres of marine water to ten metres for low tides and replaced the term
‘fen” with ‘peatland’. Thus, SANBI defines a wetland as: ‘an area of marsh, peatland or
water, whether natural or artificial, permanent or temporary, with water that is static or
flowing, fresh, brackish or salty, including areas of marine water the depth of which at low
tide does not exceed ten metres’. This definition has been adopted in most areas within

southern Africa.

Wetlands in Africa vary from saline coastal lagoons in West Africa to fresh and brackish
water lakes in East Africa (Hughes and Hughes, 1992). A large number of wetlands are found
between 15° N and 20° S, such as wetlands of the four major rivers in Africa (i.e. Congo,

Zambezi, Niger and Nile), the Okavango Delta in Botswana, the Sudd in southern Sudan and
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Ethiopia and others found along the coastlines (Hails, 1996; Schuijt, 2002). Some wetlands
are also found outside 15° N and 20° S. These include inland oases, wadis and chotts in
north-west Africa, the Qualidia and Sidi Moussa lagoons in Morocco, the Limpopo River
floodplain in Mozambique and other parts of South Africa, the Banc d’Arguin of Mauritania,
and the St. Lucia wetland in South Africa (Hails, 1996). Large wetlands cover about 2 x
10° km? of the land mass in the sub-Saharan region (Mitchell, 2012), with more than 20 listed
as Ramsar sites, and they are located in both coastal and inland areas (Tooth and McCarthy,
2007).

The three wetlands used in this study are part of the list of large wetlands in Africa (with area
greater than 1000 km?) and are included in the Ramser sites. Lehner and D6l (2004) dataset
(GLWD-3) represents the spatial distribution of wetlands, reservoirs, lakes, and rivers in the
world and the selected wetlands are part of the dataset. Wetlands in the Zambezi River basin
covers about 19% of the total wetland coverage in the southern Africa region. The Barotse
floodplain for instance is the second largest wetland in the Zambezi basin approximately
240 km long and 40 km wide whereas the Luangwa floodplain coverage is about 2 500 km?
(Euroconsult, 2008). The Usangu depression wetland found in the Upper Great Ruaha River
basin (Tanzania) is approximately 2 000 km?. Figure 2.1 represents the spatial distribution of
wetlands in the GLWD dataset (Lehner and D6ll, 2004) within southern Africa region and the

zoomed image in the bottom indicates spatial location of the selected wetlands in this study.
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Figure 2.1 The distribution of wetlands in the GLWD dataset (Lehner and Doll, 2004) across

southern Africa region (top) and selected three wetlands in this study (bottom).
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2.2 Large inland wetlands in Africa

There are different types of large inland wetlands in Africa, of which floodplains dominate.
Floodplains are low-relief features dominated by fluvial deposition and can develop at
different locations along the river corridor (Lewin, 1978; Tockner et al., 2008; 2010).
According to Tooth et al. (2012), inland floodplains are mostly formed in low-gradient river
corridors characterised by low energy and strong interactions between flow, sediments and
biota. Moreover, fluvial features (e.g. levees, backwater depressions, old infilled channels,
meanders cut-offs, backwater depressions, ridges and swales) formed as a result of erosion
and deposition processes in the river corridor are also common in floodplains (Amoros and
Bornette, 2002; Tooth et al., 2002; Tooth and McCarthy, 2007). They are evenly distributed
along the river corridor or cluster into distinct physical landforms (Scown et al., 2015). Their
interactions with the main channel, and/or among each other, occur over scales of decades or
centuries, thereby modifying their sizes and shapes and resulting in complex floodplain
geomorphology (Gilvear et al., 2000; Amoros and Bornette, 2002; Tooth et al., 2002; Thoms
et al., 2005; McCarthy et al., 2010; Tooth et al., 2012). The study by Gilvear et al. (2000) on
the Luangwa floodplain revealed that high rates of channel migration and cut-offs of
meandering sections significantly shifted the Luangwa river, which resulted in the formation
of abandoned channels, meander cut-offs, and anabranches within the period between 1957
and 1983 (Figure 2.2). The interactions between floodplain features and/or the main river
modify the local geomorphological settings of the floodplain, and this transformed landscape
determines how water and sediment move from the main river onto the floodplain and back
to the main river. Therefore, a floodplain forms a complex mosaic of landforms which have
great influence on the river—floodplain interactions, including inundation patterns (Tockner et
al., 2008; Scown et al., 2015). An attempt to modify the geomorphological setup of a river—
floodplain system affects not only its connectivity but also the key functions of the floodplain

(e.g. hydrological and ecological functions) (Edwards et al., 2016).
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Figure 2.2: Changes in channel morphology for two different sections of the Luangwa
floodplain between 1957 and 1983 (Source: Gilvear et al., 2000).

Apart from floodplain features that define the geomorphological complexity of many
floodplains, evidence of more than one type of wetland in many river basins exists, and these
types display different characteristics and interact differently with the main river. The study
by Gilvear et al. (2000) on the middle section of the Luangwa floodplain revealed the
existence of both meandering and anastomosing floodplain types. Anastomosing occurs when
the river flows over a low gradient, results in the formation of multiple channels that tend to
separate and rejoin (anabranches); they are connected to the main river during high flows and
completely disconnect during flow recession. As a result, anabranches transfer sediment
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loads and disperse water into different parts of the floodplain. In the meandering floodplain
section, the main river has sufficient energy to erode and deposit, and the overbank spill is
common. Moreover, floodplain features such as old infilled channels and oxbows are found
in these sections. The study by Gilvear et al. (2000) determined the existence of different
floodplain types in the Luangwa floodplain, suggesting that morphological and micro-
topographical settings of this floodplain are complex because they vary across different
sections within the floodplain. Apart from the Luangwa floodplain, complex morphological
settings have been observed in other floodplains, such as the wetland associated with Congo
River (Jung et al., 2010; O’Loughlin et al., 2013), the Kafue floodplain (Hughes et al., 2014),
Blood River floodplain (McCarthy et al., 2010), Faguibine floodplain in Mali (Hamerlynck et
al., 2016) and several floodplains outside Africa, such as the Amazon floodplain (Mertes,
1997; Trigg et al., 2012), a wetland linked to the Fly River in New Guinea (Day et al., 2008)
and floodplains in the Murray-Darling basin in Australia (Scown et al., 2016). Figure 2.3
presents the two different sections of the Luangwa floodplain indicating the anastomosing
(top) and meandering (bottom) with different geomorphological features. The features in
Figure 2.3 justify the argument by Lewin and Ashworth (2014) that large floodplains are
plural (reflecting the activities of several channels and sub-systems, with a partial disconnect
with main channel activity), complex (with zonal differences in processing and rates of
activity) and diachronous (contain different forms that have developed over a range of
timescales).
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Figure 2.3: Google Earth images of two sections of the Luangwa floodplain indicating

different floodplain features.

There are other wetlands situated in topographic depressions with closed or nearly-closed
elevation contours (i.e. basin-like wetlands), and their formation is related to tectonic
activities such as rifting and volcanic events (Tooth and McCarthy, 2007; Ellery et al., 2009;
Ollis et al., 2015). These wetlands are mostly known as depression wetlands. Depression

wetlands may have a single or combination of inlets, and generally, they get inundated from
14



rivers, direct precipitation, overland flows from adjacent uplands and/or groundwater
discharge (USDA, 2008; Ollis et al., 2015). They are characterised by gentle slopes, as a
result, many rivers entering depression wetlands reduce their energy, deposit sediments and
over time, most rivers tend to split into small channels and/or disappear within the wetland
(e.g. the Lukanga depression in Zambia, the Bahi and Usangu depression wetlands in
Tanzania). Furthermore, many depression wetlands have no outlet, and where available, is

confined in such a way that the surface outflow is limited (Ellery et al., 2009).

Figure 2.4 illustrates that apart from direct rainfall (not shown here), the Lukanga depression
wetland (Lukanga swamp) receives water from the Lukanga River and other seasonal streams
as well as spill from the Kafue River especially when the river is at high flows. The dominant
features include the small ponds scatted in the entire depression, permanent swamp,
termitaria grasslands, dambos and channels (Mccartney, 2007). These features in totality
form a major lacustrine (i.e. open water), and palustrine (i.e. marsh) system with the
palustrine dominating (Mccartney et al., 2011). Other depression wetlands that form more
than one type is the Usangu depression in Tanzania (see section 3.4.6). The total depression
contains two types of wetlands (eastern and western wetlands) which are separated by
elevated land at the centre (SMUWC, 2001). The eastern wetland is very flat, and covers a
permanent swamp and small ponds, whereas the western part is slightly steeper, and is
generally seasonally inundated (Kashaigili et al., 2006a; McCartney et al., 2008). Therefore,
like floodplains, a single large depression wetland may contain different wetland types.
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Figure 2.4: Google Earth image showing the Lukanga depression wetland

2.3  Channel-wetland exchanges

2.3.1 General overview

Globally, there have been many attempts to better understand the relationships between
wetlands and channels (Popov and Gavrin, 1970; Hughes, 1980; Lewin and Hughes, 1980;
Junk et al., 1989; Mertes, 1997), and a considerable amount of research on this aspect has
been conducted during the last two decades (Hudson et al., 2013). In large river basins, the
interactions between the channels and wetlands are complex, and some of these complexities
have been described by earlier studies (e.g. Hughes, 1980; Lewin and Hughes, 1980; Mertes,
1997). The channel-wetland exchange process is primarily controlled by flood pulses (Junk
et al., 1989; Tockner et al., 2000) and have been reported in many studies worldwide
(Gallardo et al., 2009; Opperman et al., 2010; Karim et al., 2012; Schumann et al., 2013;
Trigg et al., 2013). The number, duration and frequency of flood pulses control the exchanges
in different ways (Junk et al., 1989; Tockner et al., 2000), and the whole process is important
for ecological, geomorphological and hydrological processes in river basins (Hudson et al.,
2013; Kupfer et al., 2015; Karim et al., 2016). The exchange of water occurs through
overbank diffuse flows or channelized flows (Junk et al., 1989; Mertes, 1997; Trigg et al.,
2012; 2013) and through sub-surface flow (Tockner et al., 2000). Apart from water volumes,
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different materials (e.g. soil and nutrients) and aquatic species are exchanged between the
two systems (Clilverd et al., 2013). Most of the wetland functions are related to how the two
systems are connected (Frazier and Page, 2006; Tockner et al., 2010; Karim et al., 2012;
Chen et al., 2015). For example, the ecological and hydrological importance of a wetland
connected with a river channel is highly dependent on how the two systems are connected
(Mcginness et al., 2002; Tockner et al., 2008; Karim et al., 2013; Allen, 2015). Water
resources development upstream of the floodplain may change the size and shape of the flood
hydrograph (i.e. magnitude of flood and time to peak). Some of these upstream development
structures include large and small dams, irrigation schemes, and Hydropower systems. This
can have significant impacts on channel-wetland exchange behaviour (Thoms et al., 2005;
Kupfer and Meitzen, 2012; Morris et al., 2013). For example, upstream changes tend to
modify the spatial and temporal inundation patterns (Wiens, 2002), and when wetting and

drying processes in the floodplain are altered, the downstream flow regime is also affected.

Although a flood pulse is regarded as the main driving force of the exchanges,
geomorphological variations among wetland features and the main channel determine the
movement of water from, and back to, the main channel. Floodplain processes related to
sediment deposition (e.g. the formation of natural levees) can modify the local morphology of
the floodplain (Day et al., 2008; Lewin and Ashworth, 2014). For instance, natural levees
elevate the river banks and create a barrier for surface water connectivity between the river
and adjacent low-lying backwater areas (Newman and Keim, 2013). Unless the flow depth
exceeds this height, water movement from the main river to the wetland through the river
banks may not occur. Apart from natural levees, the relative elevation between different
floodplain features influences how water diffuses within the floodplain. For example, if a
backwater depression is located adjacent to the main channel and receives water immediately
after the channel overtops its bank, the distribution of water from this depression into other
parts of the floodplain will depend on elevation differences. In most cases, multiple channels
found within the floodplain play an important role in dispersing water from the main channel
to different parts of the floodplain (Trigg et al., 2012). Anabranches, which are common in an
anastomosing floodplain, are examples of floodplain channels that carry sediment-laden river

water into the floodplain.

17



2.3.2 Hysteretic behaviour in channel-wetland processes

Hysteretic behaviour occurs when the output response is dependent on both the immediate
input and the history of the input (Zhang and Werner, 2015). This phenomenon is common in
different hydrological processes, such as discharge—groundwater relationships, water
retention—soil moisture tension relationships and stage—discharge relationships (O’Kane,
2005; Beven, 2006; Norbiato and Borga, 2008). The relationship between the channel
discharge and inundation characteristics in wetlands also forms a hysteresis curve (Chen et
al., 2015; Zhang and Werner, 2015), and the shape of this curve varies with flood hydrology,
wetland surface roughness, wetland topographical setting and internal flow connectivity
between wetland features (Hughes, 1980; Lewin and Hughes, 1980). For example, large
hysteresis effects are expected for wetlands characterised by a large area below bank height
(Hughes et al., 2014).

Although earlier studies (Hughes, 1980; Lewin and Hughes, 1980) demonstrated the use of
hysteresis curves to understand the interactions between channels and wetlands of different
types under different flood magnitudes, studies that maximised the use of hysteresis
behaviour to understand inundation characteristics, particularly in large wetlands, were
reported more recently (Chen et al., 2015). In recent years, quite a number of studies have
incorporated the use of hysteresis curves to understand inundation characteristics in both
floodplain and depression wetlands (e.g. Shook and Pomeroy, 2011; Shook et al., 2013;
Hughes et al., 2014; Rudorff et al., 2014; Chen et al., 2015; Zhang and Werner, 2015;
Mengistu and Spence, 2016; Huang et al., 2017). For example, Zhang and Werner (2015)
explored the hysteresis behaviour in the flooding dynamics of a large lake—floodplain system
of Poyang Lake in China, whereas Chen et al. (2015) observed a hysteresis relationship of
inundation area/volume—discharge in a channel-floodplain system of the Truckee River in
Nevada. The authors of the latter study argued that the observed hysteresis can be useful for
water resource management, and can be used in similar basins with substantial floodplain
areas. Hughes et al. (2014) pointed out that prior knowledge of hysteretic effects of
floodplain inundation can be used to establish a plausible model parameter set when using a
relatively simple water balance model to simulate wetland processes. A recent study by
Huang et al. (2017) explored different characteristics and factors that have influence on the

hysteresis of water area—stage curves in for Poyang Lake in China.
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2.4 Quantification of wetland form and dynamics in data-scarce river

basins

In the absence of ground-based observation data, wetland form and dynamics can be
determined from satellite observation data and/or modelling approaches. The use of EO data
coupled with a GIS has made substantial contributions to wetland studies (Jones et al., 2009;
MacKay et al., 2009; Rebelo et al., 2009; Mwita et al., 2013; Heimhuber et al., 2016).
Remote sensing products with different spatial resolutions and temporal coverage such as
Landsat, SPOT (Satellite Pour 1‘Observation de la Terre), NOAA-AVHRR (Advanced Very
High Resolution Radiometer), SAR (Synthetic Aperture Radar), LIDAR (Light Detection and
Ranging), Radar systems, and TerraSAR-X are suitable for different wetland studies (Mwita
et al., 2013). For example, satellite images provide useful information for remote wetlands
where the collection of ground-based data is expensive and time-consuming (Overton, 2005).
EO data can also be used in conjunction with models to understand different wetland
characteristics, including wetland dynamics in data-scarce areas. Winsemius (2009)
incorporated available ground-based and EO data from the GRACE satellite to build a robust
model for the Luangwa River basin, which is an example of a data-scarce river basin in
southern Africa. Milzow et al. (2009) and Bauer et al. (2002) used remote sensing data to
establish some model inputs (e.g. topographical variability, evapotranspiration, channel
positions and precipitation) for the Okavango Delta. Different studies (e.g. Frazier and Page,
2006; Schumann et al., 2013; Trigg et al., 2013; Heimhuber et al., 2016) have applied EO
data to calibrate and/or validate models used to understand channel-wetland exchange
processes. Neal et al. (2012) used satellite images to establish river cross-sections as well as
to validate the calibrated model results in the Niger Inland Delta. Notwithstanding the
usefulness of EO data in wetland studies, most of the high-resolution satellite data are not
freely available in many areas in Africa and most studies rely on no-fee available satellite
data (Patro et al., 2009; Yan et al., 2015). Since the present study focuses on large wetlands
in Africa, it is important to discuss some of the no-fee available satellite-based data that are
mostly used to understand wetland form and dynamics in data-scarce areas and to make their

limitations transparent.

A Digital Elevation Model (DEM) is a computerised model that represents the Earth’s
surface elevation, including the heights of different features found on the Earth’s surface

(Sulebak, 2000; Kiamehr and Sjdberg, 2005). These topographical data can be integrated
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with GIS to delineate the catchments and derive wetland slopes, stream flow directions and
channel cross-sections (Wang, 2000; Paz et al., 2006; Patro et al., 2009; Kreiselmeier, 2015).
Moreover, a DEM is a very important input into hydrodynamic models which are used to
define the topographical variations and flow directions (Sanders, 2007; Patro et al., 2009).
Currently, different types of freely (no-fee) available DEM exist, such as Shuttle Radar
Topographic Mission (SRTM), Advanced Spaceborne Thermal Emission and Reflection
Radiometer (ASTER) and Global Arc-Second Elevation (GTOP30). However, their accuracy
is not uniform because they normally use different data sources in their constructions
(Kiamehr and Sjdberg, 2005; Li and Wong, 2010).

The SRTM is an example of a freely available DEM that has been applied in many wetland
inundation studies in data-scarce basins (Neal et al., 2012; Schumann et al., 2013; Mukolwe
et al., 2015; Yan et al., 2015; Domeneghetti, 2016). One of the challenges experienced when
applying the SRTM relates to its vertical accuracy, as its vertical accuracy is affected by the
presence of vegetation signals contained within the SRTM. As a result, the DEM values are
over-elevated (i.e. they do not represent ground surface elevations) (Sanders, 2007; Baugh et
al., 2013; Bates et al., 2014). Despite some initiatives to reduce vegetation bias in this DEM,
as yet, there is a limited number of globally established methods for correcting the vegetation
effects (e.g. O’Loughlin et al., 2016; Yamazaki et al., 2017; Allen and Pavelsky, 2018; Zhao
et al., 2018). Some studies have used an already available vegetation height map and
subtracted a uniform percentage of each height value from the SRTM (Wilson et al., 2007),
or subtracted a uniform vegetation artefact height value from the entire DEM (Coe et al.,
2008; Paiva et al., 2011). Baugh et al. (2013) applied the use of an available global
vegetation height dataset (Simard et al., 2011) to determine the percentage of vegetation
height to be subtracted from the SRTM and then filtered the DEM to remove the random
error noise. A percentage of the vegetation height was removed because the radar technology
used by SRTM could not fully penetrate the vegetation before reflecting (Sanders, 2007;
O’Loughlin et al., 2016). Even though the last method appears to be an attractive option, the
percentage of vegetation height that should be subtracted from the SRTM remains unclear.
Moreover, the resolutions of most of the available vegetation datasets are low relative to the
resolution of the DEM itself, e.g. 1 km for Simard et al. (2011) and 500 m for Lefsky (2010).
An additional issue affecting the quality of the SRTM is the presence of random noise
(Falorni et al., 2005; Sanders, 2007; Bates et al., 2014; Mukolwe et al., 2015). In most cases,
this error is resolved by average filtering of the SRTM (Wilson et al. 2007; Neal et al., 2012;
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Baugh et al., 2013). However, in some cases, the filtering processes may result in a
misrepresentation of some channels which are important in connecting the floodplain areas
with the main river (Trigg et al., 2012; Baugh et al., 2013).

Grid size or DEM resolution (e.g. 30 m and 90 m) is another challenge hindering the
application of the SRTM in hydraulic modelling. Some of the channels, especially small
channels, are hardly represented in the SRTM. For example, small channels (e.g.
width < 30 m) cannot be captured in the 30 m resolution SRTM. In addition, other wetland
micro-topography variations are not clearly presented in this DEM (Bates et al., 2014).
Therefore, an attempt to use this DEM in such conditions would not effectively simulate
wetland dynamics because in some wetlands these small channels contribute to wetland
inundation dynamics. To account for small channels that influence hydraulic characteristics
of wetlands, Neal et al., (2012) included a sub-grid solver in the LISFLOOD-FP hydraulic
model, which allows any size of the river channel below the grid resolution of the DEM to be
included in the model setup. However, these sub-grid channels should be quantified from

high-resolution images or DEM, and included in the model setup.

Optical remote sensors such as Landsat (30 m resolution) are also important sources of data
to understand wetland dynamics as well as the channel-wetland exchanges (Kashaigili et al.,
20064a; Frazier and Page, 2009; Rowberry et al., 2011; Niu et al., 2012; Ward et al., 2013;
Tulbure et al., 2016). Landsat is one of the most accurate satellite images for understanding
wetland dynamics due to its high-resolution (Chang et al., 2012). Moreover, these images are
used to establish river width values especially when river bathymetry data are missing
(Andreadis et al., 2013; O’Loughlin et al., 2013). They can also be used to distinguish
different floodplain features such as levees, ox-bows, meander bends, ridges and swales
(Syvitski et al., 2012). Despite their applications, Landsat images are sometimes obscured by
cloud cover, and their temporal coverage (i.e. revisit cycle of 16 days) does not correlate with
the inundation period in many wetlands (Feng et al., 2012; Bates et al., 2014; Long et al.,
2014). Recently, images from the Moderate-resolution Imaging Spectroradiometer (MODIS)
have been applied in wetland inundation dynamics studies because these images are available
daily or at 8-day time scale (Sakamoto et al., 2007; Chang et al., 2012). However, the
MODIS images can also be obscured by cloud cover, and their spatial resolution (250—
1 000 m) is too coarse. It is likely that under this resolution, MODIS data cannot represent
shallow inundation and/or inundation that cover small extents. Moreover, small channels
below the MODIS resolution and those flowing in denser vegetation cannot be clearly
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represented (Chen et al., 2013; Ticehurst et al., 2014; Tulbure et al., 2016). According to
Chen et al. (2013), the accuracy of the MODIS data to detect inundation in wetlands can also
be limited by the spectral confusion of background materials and depth of water. For
instance, dark alluvial soils can be detected as inundated areas.

An additional challenge in applying both Landsat and MODIS images is related to the
method used to extract water pixels. The approaches used to detect and extract inundated
areas from satellite images can be grouped into single-band and multi-band methods (Xu,
2006). In the former method, a single band is selected from a multispectral image using a
specified threshold. However, the possibility of a mixing of pixels representing water with
those of other land cover types exists, and this is regarded as a weakness of this method
(Rokni et al., 2014). In the multi-band method, different reflective bands are combined,
following which a threshold is used to extract the water pixels (Xu, 2006; Rokni et al., 2014).
The multi-band method provides a variety of spectral identifications that make it easy to
identify different land cover features, including water pixels. However, the threshold value
used to identify water pixels is not fixed and there is the possibility of under- or over-
estimating the derived water pixels.

Google Earth images are also recognised as being useful in wetland studies (Mahay, 2008;
Karim et al., 2011; Zahera, 2011; Teng et al., 2015; Nguyen et al., 2016). Visual inspections
using Google Earth images make it possible to delineate inundation areas, river width,
topographical differences between the main channel and the wetland, and to formulate
assumptions about vegetation cover and soil characteristics. Mccorquodale et al. (2010) and
Zahera (2011) used Google Earth images to determine channel cross-sections, whereas Karim
et al. (2011) used these images to estimate the Manning’s roughness coefficient when setting
up a hydraulic model.

The available satellite-based global datasets that provide river width estimates are also widely
used in data-scarce areas (Andreadis et al., 2013; Yamazaki et al., 2015). However, they have
some limitations that are worth discussing. For example, the dataset used by Andreadis et al.
(2013) estimated widths and depths as a function of drainage area and bankfull discharge, it is
likely that the uncertainty in estimating the bankfull discharge (a 2-year return period
discharge was assumed to represent bankfull discharge) was propagated to the final estimated
values of widths and depths. Furthermore, the estimated values were evaluated using the
Landsat-derived river width values; therefore, they might not have represented the bankfull

conditions for some rivers (Andreadis et al., 2013). An additional issue with this dataset is
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that the location of the river network was adopted from the HydroSHEDS dataset by Lehner
et al. (2006), which contains a number of errors. The HydroSHEDS river network was
generated from a low-resolution DEM (15 arc-seconds) and there is a high possibility that
most of the river channels with a width of less than 15 arc-seconds will not be captured
(Lehner et al., 2008), which in turn affects the quality of the estimated width values in the

simple global river bankfull width and depth dataset by Andreadis et al. (2013).

In the absence of direct observations of inundation patterns, hydraulic models are widely used
to understand wetland dynamics (Patro et al., 2009; Jung et al., 2010; Karim et al., 2012;
Schumann et al., 2013). However, it is always important to understand the links between
upstream and downstream flow regimes and the wetland dynamics themselves. This can be
possible by setting up a basin-scale model for the entire basin (Zhang et al., 2013) and such
models that include a wetland component include the Pitman (Pitman, 1973; Hughes, 2013),
SWAT (Arnold et al., 1993), ACRU (Schulze et al., 1987), MIKE SHE (DHI, 2004) and
WATFLOOD (Kouwen, 1988) models. These models tend to either directly incorporate or
indirectly model wetland processes (Rahman et al., 2016). However, it is clear that the level
of detail included in these models, especially in relation to their application to a large
wetland, is very low. For instance, most semi-distributed models use empirical power
equations that define the relationships between volume, area and depth, and incorporate these
relationships in the model structure to define different wetland processes (Rahman et al.,
2016). In a river basin where river channels are integrated with multiple storage systems in a
large wetland, the application of these models may lead to unacceptable or, at the very least,
highly uncertain model results (Rayburg and Thoms, 2009). This is because most of the
processes occurring in a large wetland remain poorly understood. As a result, the
parameterization of these models remains a challenge. Understanding hydraulic
characteristics related to wetland dynamics, such as spatial and temporal inundation
characteristics, will assist in establishing different model parameters required to setup the
wetland component of a basin-scale model. This information can be obtained from detailed
hydraulic models (e.g. LISFLOOD-FP, MIKE 21 and SOBEK). This suggests the usefulness
of an approach that can maximise the benefits of using a combination of hydraulic and

hydrological models in large river basins containing wetlands.

A number of studies that used both hydraulic and hydrological models are represented in the
literature, where one model generates the data inputs for the other model (Biancamaria et al.,
2009; Rayburg and Thoms, 2009; Bravo et al., 2012; Schumann et al., 2013; Wen et al.,
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2013b; Amarnath et al., 2015). Schumann et al. (2013) combined hydrological and hydraulic
models to simulate inundation extents in the lower Zambezi floodplain, whereas Rayburg and
Thoms (2009) incorporated these models to predict the inundation characteristics in the
Narran River floodplain in Australia. The former study applied a hydrological model to
simulate floodplain inflows and used a hydraulic model to simulate the inundation extents. In
the latter study, the authors used a hydraulic model for understanding the water dynamics and
the hydrological model to predict the water levels. The following sections provide a more
detailed review of different basin-scale models as well as hydraulic models that can be

applied to these river basins.

2.5 Hydrological models

Hydrological models are mathematical representations of the hydrological cycle. The
motivations for their developments differ, including predicting and understanding of the
hydrological processes in a basin, the generation of hydrological state variable data and the
exploration of different scenarios used in water resources management (Xu, 2002;
Silberstein, 2006). Hydrological models have been classified in many ways (Singh and
Woolhiser, 2002; Xu, 2002; Viessman and Lewis, 2003; Hughes, 2004a). According to Xu
(2002), mathematical models are sub-divided into categories of theoretical, empirical and
conceptual, depending on the way they represent the basin processes (Figure 2.5). Theoretical
models represent real basin processes, whereas empirical models do not consider physical
processes in the basin. Conceptual models can be considered to fall between these two model
extremes, as they consider physical processes in a simplified manner. The most often used
classification of hydrological models is based on their spatial and temporal resolution:
lumped and distributed models. Lumped models do not take into account the spatial
variability of processes, inputs, boundary conditions and system geometric characteristics,
whereas distributed models do (Singh, 1995). Within distributed models, the modelled basin
is divided into smaller units, and each of these units is modelled independently. The
structures of distributed models are generally complex, and therefore require a lot of input
data (Xu, 2002). For this reason, semi-distributed models, which represent a compromise

between lumped and distributed models, have been used in many studies worldwide.
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Figure 2.5: One of the classifications of hydrological models (Source: Xu, 2002)

Many different hydrological models have been developed to date, including models that can
be applied to large river basins which include large wetlands. The choices of appropriate
model are constrained by 1) the purpose of the study; 2) the availability of data to run the
model; 3) the hydrological processes captured in the model structure; 4) the previously
demonstrated applicability of the model to the specific study region and; 5) the time required
to understand and become proficient at using a model. Based on these criteria, three

hydrological models were reviewed in the present study.

2.5.1 ACRU hydrological model

The Agricultural Catchments Research Unit (ACRU) hydrological model is a physically-
based distributed daily time step model developed by the School of Bio-resources
Engineering and Environmental Hydrology at the University of KwaZulu-Natal (Schulze,
1984). The original purpose of the model was to quantify impacts of land-use change on
runoff in both gauged and poorly gauged basins. This model has undergone several
modifications to improve its structure (Schulze et al., 1989; Schulze, 1995). Currently, it is

regarded as a versatile model that can be applied to a variety of modelling applications, such
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as stream flow simulation, crop yield assessment, reservoir yield modelling, ecological
requirements, irrigation demand and supply, planning optimal water resources utilisation and
climate change impact studies (Schulze et al., 2003). The model inputs include catchment
area, altitude, daily rainfall, potential evaporation (A-pan), land cover and soils, irrigation
scheme as well as reservoir dimensions. ACRU is not a model that utilises parameter fitting
or optimisation; rather, parameters are estimated from physical catchment characteristics. The
model has been used for small and large-scale projects within southern Africa (e.g. South
Africa, Zimbabwe, Lesotho, Swaziland and Namibia). Figure 2.6 shows the dominant

catchment processes represented in the ACRU model structure.

The wetland component in ACRU was initially introduced by Schulze et al. (1987) and was
tested in a study which assessed the hydrological impacts of a proposed reservoir upstream of
a wetland situated in East Griqualand (Schulze et al., 1987). An initial modification to
improve its structure was conducted by Schulze (2001), and Figure 2.7 depicts the idealised
wetland processes after this modification. Schulze and Smithers (2002) provide a list of
studies that applied the modified wetland component of the ACRU model. The most recent
modification by Gray et al. (2012) involves an extension that allows excess river flow to
flood riparian areas or wetland response units. This version of the model provided
satisfactory results in some wetland studies in South Africa where it was tested (Gray et al.,
2012; Rebelo et al., 2015). Gray et al. (2012) applied the model to simulate the impacts of
wetlands on catchment hydrological processes in the Thukela River catchment in South
Africa.
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2.5.2 SWAT hydrological model

The Soil and Water Assessment Tool (SWAT) model is a semi-distributed physically-based
model that operates on a daily time step (Arnold et al., 1998). The SWAT model was
developed by the Agricultural Research Service within the Department of Agriculture
(USDA) in the United States. The main purpose of the model was to predict the impacts of
land management practices on water, sediments and agricultural chemical yields in large
complex watersheds with varying soils, land use and management conditions over a long
period of time (Neitsch et al., 2005; Griensven et al., 2008). Figure 2.8 shows the dominant
watershed processes represented in the SWAT model structure. The SWAT model has
undergone several modifications, including the incorporation of spatial units based on
Hydrological Response Units (HRUs). The most recent version of this model enables
parameter calibration as well as uncertainty and sensitivity analysis (Pagliero et al., 2014).
Depending on the processes included in the SWAT model, a large number of parameters are
required for setting up the model, resulting in the parameterization and calibration of the
model being a particularly challenging task (Arnold et al., 2012). Different techniques have
been developed to improve the parameterization of the SWAT model, including both manual
and automated approaches using SUFI 2 (Guillermo et al., 2015; Arnold et al., 2012). The
SWAT model has been applied in many studies worldwide, as presented by Gassman et al.
(2007) and Rahman et al. (2016).

Wetlands are represented in two ways in SWAT: 1) as a reservoir on the main channel and;
2) located off-channel and receiving loadings only from the portion of the sub-basin where it
is located (Martinez-Martinez et al., 2014). The model has been applied in different wetland
studies outside Africa (Vining, 2002; Du et al., 2005; Wang et al., 2008; Zhang et al., 2013,
Martinez-Martinez et al., 2014 and Mekonnen et al., 2016) and in Africa (Griensven et al.,
2008; Ndomba et al., 2010; Liersch and Hattermann, 2011; Liechti et al., 2014). Griensven et
al. (2008) incorporated remote sensing in the SWAT model to understand the processes of a
riverine wetland in the Kagera River basin in Tanzania. Ndomba et al. (2010) applied the
model to understand the hydrological characteristics of the Rugezi Wetland in Rwanda.
Despite the fact that the SWAT model is a semi-distributed physical model, some wetland
processes are not well captured in the model (Schuol and Abbaspour, 2006; Wang et al.,
2008; Zhang et al., 2013; Rahman et al., 2016). As a result, a number of researchers (e.g.
Hattermann et al., 2008; Wang et al., 2008; Liu et al., 2010; Zhang et al., 2013; Mekonnen et
al., 2016; Rahman et al., 2016) have modified the SWAT wetland module to improve its
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structure in their studies. For example, Zhang et al. (2013) modified the SWAT wetland
component to simulate hydrological processes within the Zhalong Wetland in northeast
China, whereas Wang et al. (2008) represented wetlands using a hydrologic equivalent
wetland (HEW) to simulate the stream flows in different wetland types of the Otta River
watershed, northwest of Minnesota. The most recent wetland module of SWAT is SWATrw
(Rahman et al., 2016), in which the unidirectional hydrological interactions between wetlands
and the river or aquifer have been modified, with a bidirectional approach to represent the

interactions between riparian wetlands and the river.
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Figure 2.8: Schematic representation of water movement in the Soil and Water Assessment
Tool (SWAT) model (Source: SWAT2005 user manual)

2.5.3 Pitman hydrological model

Pitman (1973) developed the original version of the Pitman model for simulating runoff in

both gauged and ungauged catchments in South Africa. The model primarily operates on a
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monthly time scale and its main inputs are rainfall and potential evapotranspiration. The
model has undergone several modifications since its inception to improve its structure. The
most recent modifications include the addition of surface—groundwater interactions (GW
Pitman: Hughes, 2004b), the inclusion of the model into a comprehensive uncertainty
framework (Hughes et al., 2010; Kapangaziwiri et al., 2012), a wetland component (Hughes
et al., 2014) and a sub-model to disaggregate monthly flow values to daily discharge using
daily rainfall data (Slaughter et al., 2015). The semi-distributed concept has been applied to
the recent versions of the model in which a basin is divided into discrete areas (sub-basins),
and these units are modelled independently. The Pitman model is one of the most frequently
used hydrological models for research and practical water resource assessments in southern
Africa. Apart from the applications of the earlier version of the model (Pitman, 1973), the
recent versions of the model have been widely applied in the sub-Saharan region (e.g.
Andersson et al., 2006; Mazvimavi et al., 2006; Wolski et al., 2006; Hughes et al., 2010;
Tshimanga et al., 2011; Kapangaziwiri et al., 2012; Hughes et al., 2014; Tumbo and Hughes,
2015). Moreover, the model has been used for climate change studies (Tshimanga and
Hughes, 2012; Tirivarombo, 2013; Hughes, 2015b; Mohobane, 2015).

The original version of the model (Pitman, 1973) treated the wetland as a reservoir. However,
following the recognition of the importance of wetland processes in the basin—water balance
dynamics, there was a need to include wetland processes in the model structure. The Pitman
wetland sub-model was therefore included in the GW Pitman model by Hughes et al. (2014).
Among the processes represented in the wetland sub-model is the channel-wetland exchange
function, which is important for representing the interaction between the wetland and river
channels and the impacts of the wetland on the hydrological regime of the basin (Hughes et
al., 2014). This sub-model can simulate seasonally inundated wetlands as well as natural lake
conditions. Wetland—groundwater interactions are not included in the Pitman wetland sub-
model as most of the groundwater—wetland processes are reported to have minor effects on
the monthly water balance in large river—wetland systems in southern Africa (Wamulume et
al., 2011; Hughes et al., 2014). In the wetland sub-model, wetland inflows occur as the
proportion of channel flows above a given threshold, whereas wetland return flow is the
proportion of the excess volume above the wetland residual volume (the volume below which
there are no returns to the river). The relationship between area and storage of inundation is
assumed to be a power function defined by scale and power parameters. There are currently

13 parameters required for setting up the Pitman wetland sub-model, of which some can be
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more-or-less directly estimated, whereas others are highly empirical and their estimation
requires a good understanding of channel-wetland exchange processes and/or hysteresis
effects. For instance, the maximum and residual wetland volumes and the maximum
inundated area are some of the parameters required to set up the Pitman wetland sub-model.
These parameters can either be estimated from area—volume curves or from available satellite
images. The available area—volume curves can also be used to establish the two parameters
that define the area and volume of inundation in the model. Other parameters, such as the
proportions that control wetland inundation volume and wetland return flow, cannot be easily
estimated without prior knowledge of exchange processes. The Pitman wetland sub-model
has been applied in river basins that include large wetlands within the southern African
region. These include the Congo River basin (Tshimanga et al., 2011), the Zambezi River
basin (Tirivarombo, 2013), the Kafue and Okavango river basins (Hughes et al., 2014) as
well as the Great Ruaha River basin (Tumbo and Hughes, 2015). The structure of the GW

Pitman model, including the wetland sub-model, is presented in Figure 2.9.
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2.6 Parameterization and calibration of hydrological models

Model parameters represent hydrological processes occurring in a specific catchment or basin
under study. Usually, a more detailed hydrological model requires more parameters (Hughes,
2004b; Schuol and Abbaspour 2006; Arnold et al., 2012). For example, a larger number of
parameters are required in distributed models compared to lumped models and different
approaches are required to parameterize the two types of models (Beven, 1989; Refsgaard,
1997; Beven, 2006). Generally, the parameterization processes is never a straightforward task
(Dams et al., 2009; Chen et al., 2015; Malone et al., 2016) and there are relatively few
guidelines on how to parameterise hydrological models (Malone et al., 2016). One of the
reasons for this could be the spatial-temporal heterogeneity of physical characteristics within
the basin, which make it difficult to pre-define model parameters for every single
hydrological model (Chen et al., 2015). Efficient model parameterization is expected to

improve the model calibration process and in turn the final model results (Refsgaard, 1997).

Calibration processes are conducted with the aim of identifying the optimal parameter set that
simulates characteristics of the catchment or basin (Sahoo et al., 2006). Manual and
automatic calibration approaches have been proposed for establishing appropriate model
parameters, however, they all have limitations in their applicability. Manual calibration, for
instance, is argued to be infeasible (Schuol and Abbaspour, 2006), very tedious and time-
consuming (Jiang et al., 2013; Seong et al., 2015), especially for models with large numbers
of parameters. Moreover, the successful application of manual calibration is dependent on the
modeller’s experience, skills, and understanding of basin processes captured in the model
(Boyle et al., 2000; Confesor and Whittaker, 2007). In general, a broad understanding of the
model and real basin processes is important for effectively modelling using manual
calibration (Boyle et al., 2000). Refsgaard (1997), Andersen et al. (2001) and Blasone et al.
(2008a) acknowledged the use of rigorous parameterization and reduction of parameter space
to facilitate manual calibration processes. This might be possible through sensitivity analysis
to identify parameters that greatly influence model results and/or adopting values estimated

from previous model simulations (Blasone et al., 2008a).

During automatic calibration, parameters are adjusted automatically using a specific search
scheme and numerical measures of goodness of fit (i.e. objective functions are used to assess
the simulated and observed values), and the process is repeated until a specified termination

criterion is satisfied (Boyle et al., 2000; Madsen, 2001). In most cases, the modeller has to
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specify the initial range for each parameter, and this parameter space is assumed to contain
behavioural parameter values. Different algorithms are used in the automatic calibration
processes, such as Shuffled Complex Evolution (SCE-UA) (Duan et al., 1992), Particle
Swarm Optimisation (PSO) (Eberhart and Kennedy, 1995), Shuffled Complex Evolution
Metropolis algorithm (SCEM-UA) (Vrugt, 2003), Multi-objective Particle Swarm
Optimisation (MPSQO) (Gill et al., 2006), Master-slave Swarms Shuffling based on self-
adaptive PSO (MSSE-PSO) (Jiang et al.,, 2010) and Bayesian Recursive parameter
Estimation (BARE) (Thiemann et al., 2001). The first two algorithms use single objective
functions, whereas the remaining algorithms apply multi-objectives. It has been argued that a
single objective function cannot clearly measure all important characteristics of the observed
data and provide the most appropriate parameter set (Wagener et al., 2001; Vrugt, 2003; Gill
et al., 2006). As a result, multi-objective algorithms have recently been used to automatically
calibrate many hydrological models (e.g. Confesor and Whittaker, 2007; Zhang et al., 2013;
Wang and Brubaker, 2015; Jung et al., 2017).

Although automatic calibration is recognised as quicker and less labour intensive, Boyle et al.
(2000) noted that some automatic calibration methods might fail to produce acceptable
parameter values and simulated hydrographs. Moreover, they require extensive mathematical
formulations and computations which hamper their application in many hydrological models.
Automated calibration is always difficult in ungauged basins where there are no observed
data to quantify measures of goodness-of-fit (Hughes, 2006; Hughes, 2015a). These problems
have been overcome by some authors through the use of regionalised constraints on basin
response (Bloschl, 2005; Merz et al., 2006; Yadav et al., 2007; Zhang et al., 2008; Tumbo
and Hughes, 2015). In most of these approaches, the hydrological response behaviour of the
basins are estimated and then regionalised in an uncertainty framework (Yadav et al., 2007;
Tumbo and Hughes, 2015). Tumbo and Hughes (2015) used an approach that is implemented
in an uncertainty framework within the GW Pitman hydrological model, and involves the use
of hydrogical signatures such as mean monthly streamflow (MMQ), mean monthly
groundwater recharge, Q10, Q50 and Q90 on the flow duration curve as well as the percent
time of zero flows to constrain generated ensembles from which behavioural parameter sets
are identified. A detailed explanation of this approach is presented in section 2.11. It can be
concluded that automatic and manual calibration approaches in hydrological models have
both merits and drawbacks. An approach that considers the strengths of both approaches
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(manual and automatic), similar to that developed by Boyle et al. (2000), could improve

calibration of hydrological models.

2.7  Hydraulic modelling in wetlands

The importance of two-dimensional (2D) hydraulic modelling in understanding hydraulic
characteristics of wetlands has been recognised by many authors (e.g. Nicholas and Mitchell,
2003; Thompson, 2004; Trigg et al., 2009; Karim et al., 2011; Schumann et al., 2013; Chen
et al., 2015). Unlike remote sensing data which have spatial and temporal limitations, 2D
models can provide useful information to understand wetland dynamics, including spatial and
temporal inundation extents and water depths (Shen et al., 2015; Teng et al., 2015). Some of
the well-known 2D hydraulic models include LISFLOOD-FP (Bates and De Roo, 2000;
Bates et al., 2010), MIKE 21 (DHI, 2007), SOBEK (Stelling et al., 1998), ISIS-2D (Liang et
al., 2006) and TUFLOW (Syme, 1991). These models vary according to their algorithms and
spatial applicability (Gall et al., 2007; Pender and Néelz, 2007). A full solution of the Saint-
Venant shallow water equations or simplified representations (i.e. a version in which the
inertia terms are ignored in the Saint-Venant shallow water equations) can be used in these
models (Hunter et al., 2007). However, in most cases, the application of the full Saint-Venant
shallow water equations in very complex topographies using finite difference, finite element
or finite volume approaches may result in model instability due to the highly nonlinear and
hyperbolic nature of the governing equations (Hunter et al., 2007). Thus, the simplified Saint-
Venant shallow water equations have been used in many 2D hydraulic models (Teng et al.,
2017). In shallow water equations, the vertical component of flow is assumed to be
considerably smaller compared to the horizontal component of flow (Dawson and Mirabito,
2008). Among the various hydraulic models, MIKE21 and the LISFLOOD-FP have recently
been applied to a number of studies in Africa e.g. Beck and Basson (2008), Schoen et al.
(2014), Pamba et al. (2016), Schumann et al. (2013), Zahera (2011); Neal et al. (2012);
Coulthard et al. (2013), Fernandez et al. (2016). The LISFLOOD-FP model is a non-
commercial model, whereas MIKE 21 model is commercial. The two models are described in

the following sections.
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2.7.1 MIKE 21 hydraulic model

The MIKE 21 hydraulic model is a professional engineering software package developed by
the Danish Hydrological Institute (DHI) with the main purpose of simulating surface flows,
water quality, sediment transport, and waves in coastal and estuarine environments. However,
the model can also be applied to floodplains, lakes and reservoirs (DHI, 2007). The model
applies depth-averaged Saint-Venant equations and uses an implicit finite difference scheme
to solve for continuity and momentum on each grid mesh covering the whole model domain
(Petersen and Fohrer, 2010; Karim et al., 2012; Teng et al., 2015). The main model inputs
include topography (DEM), boundary conditions (inflows and outflows), initial conditions,
rainfall, evaporation, infiltration, bed roughness and other parameters such as eddy viscosity
(DHI, 2003; 2007; Karim et al., 2015). The main outputs of the model consist of time series
of water depths and flow for each grid mesh defined in the model domain (Karim et al.,
2015). The original version of the model has undergone several modifications, including the
improvements to the flooding and drying routines, the incorporation of routines for
describing hydraulic structures (broad-crested weir flows, hydraulic jumps, dam-break
flows), and modelling supercritical flows (McCowan, 2001). Some of the applications of
MIKE21 in Africa include Beck and Basson (2008), Schoen et al. (2014) and Pamba et al.
(2016), whereas applications outside Africa include Karim et al. (2012), Wen et al. (2013a),
Karim et al. (2014), Teng et al. (2015), Zhang and Werner (2015) and Czgani et al. (2016).
However, it can be noted that there are relatively few reported applications of this model in
Africa.

2.7.2 LISFLOOD-FP hydraulic model
The LISFLOOD-FP model was developed at Bristol University in the United Kingdom for
the purpose of simulating river flooding and floodplain inundation in data-scarce areas (Bates
and De Roo, 2000; Bates et al., 2010). The model includes two equations that solve
continuity of mass for each cell and continuity of momentum between cells (Neal et al.,
2012). The model uses an explicit finite difference technique to solve the Saint Venant
shallow water equation with the advection component ignored and the acceleration, water
slope and friction slope components retained (Schumann et al., 2013; Fernandez et al., 2016).
The motivation for the above approach is that the advection component is considered to be
negligible in most floodplains (Hunter et al., 2007; Bates et al., 2010). The most recent
versions of this model include the introduction of a local inertial term to the diffusive wave
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equation with the aim of reducing the computation cost (Bates et al., 2010) and the inclusion
of a sub-grid approach (Neal et al., 2012). The sub-grid approach is incorporated in the base
model (Bates et al., 2010), and provides for hydraulic characteristics of channels that are
smaller in size compared to the grid size. Additionally, the LISFLOOD-FP has speed
advantages for large domains as well as application in data scarce areas. A full description of
the development of the sub-grid approach can be found in Neal et al. (2012), while
Figure 2.10b presents a summary of the structure of the sub-grid approach.

The model inputs include upstream and downstream boundary conditions (discharge and
water level), topography (DEM), river bathymetry (width and depth, bed elevation) and
channel and floodplain roughness. In data-scarce areas where most of the river bathymetry
data are not available (e.g. bankfull depths, bed elevation), the model estimates these
variables using the hydraulic geometry equation of Leopold and Maddock (1953) that defines
the relationship between width and depth. The simulated results consist of time series of
channel and floodplain inundation extent, storage and water depths in the wetland. The model
is capable of simulating inundation for both small and large wetlands (1 000 to 100 000 km?)
at a high spatial-temporal resolution. Some of the LISFLOOD-FP model applications in
Africa include to the Lower Zambezi Delta (Schumann et al., 2013), the Inner Niger Delta
(Zahera, 2011; Neal et al., 2012; Coulthard et al., 2013), the Blue Nile (Yan et al., 2014), the
Logone floodplain in Cameroon (Ferndndez et al., 2016) and a significant number of studies
outside of Africa (e.g. Hunter et al., 2005a; Alsdorf et al., 2007; Wilson et al., 2007;
Biancamaria et al., 2009; Trigg et al., 2009; de Almeida and Bates, 2013; Trigg et al., 2013;
Wood et al., 2016).
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Figure 2.10: Conceptual diagram of the LISFLOOD-FP base model (a), sub-grid solver (b),
and sub-grid section (c) (Source: Neal et al., 2012).
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2.8 Uncertainties in hydrological and hydraulic modelling

In recent years, the need to explicitly quantify uncertainty in modelling results has been
widely advocated (Sivapalan et al., 2003; Wagener et al., 2003; Pappenberger and Beven,
2006; Yadav et al., 2007; Hughes et al., 2010; Sawicz et al., 2011; Kapangaziwiri et al.,
2012). Uncertainty analysis provides a fundamental guide to quantify the reliability of model
simulations for both research and practical uses (Wagener and Gupta, 2005; Pappenberger et
al., 2006). Liu and Gupta (2007) argued that to address uncertainty issues, uncertainty should
be well understood, quantified and reduced to an acceptable degree. Therefore, understanding
of uncertainty is vital for its quantification and reduction in modelling. The three major
sources of uncertainty in modelling include those associated with the model structure, model
input data and model parameters (Refsgaard et al., 2005; Di Baldassarre and Montanari,
2009). These sources of uncertainty are not necessarily independent, as they can interact in
complex ways (Beven, 2005; Renard et al., 2010; Beven, 2016; Jensen and Wu, 2016). For
example, a perfect model structure will not produce acceptable results if both model inputs
and parameters are not correct (Beven, 2005). Moreover, model structural uncertainty can
hinder identification of a parameter to represent a certain process, and the uncertainty in the
calibrated parameters may affect model results (Wagener and Wheater, 2006). Thus,

uncertainty analysis should consider all sources of uncertainty together as they interlink.

2.8.1 Model input data uncertainty

Input data uncertainties may arise from different sources related to sampling, measurements
and interpolation methods (Renard et al., 2010). Uncertainties due to model input data are
generally high in data-scarce regions (Hughes et al., 2010; Hughes and Mantel, 2010;
Mcmillan et al., 2012; Hrachowitz, et al., 2013; Hughes, 2013). Discharge data are needed to
validate both hydrological and hydraulic model simulations or as inputs to hydraulic models.
Unfortunately, many rivers in Africa are not gauged, and where rivers are gauged, data are
generally of poor quality (i.e. short periods and contain outliers), and in some cases, are
affected by upstream water resource developments (Hughes et al., 2010; Hughes and Mantel,
2010). Although some wetlands are linked to narrow river channels upstream and
downstream, where inflows and outflows can be quantified, flow patterns in these channels
are frequently unknown (Fekete et al., 2012). The majority of wetlands remain totally
ungauged (Griensven et al., 2008; Wen et al., 2013; Bates et al., 2014). Many gauging
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stations are based on rated natural river sections rather than flow gauging structures (Di
Baldassarre and Montanari, 2009; Guerrero et al., 2012). The stage-discharge relationships
need to be based on gauging observations across a representative range of discharges (Coxon
et al., 2015). It is not only difficult to achieve this with limited resources and remote
locations, but there is also the possibility that channel hydraulic characteristics might change
over time due to scouring or sedimentation (Di Baldassarre and Claps 2010; Westerberg et
al., 2011). This, therefore, necessitates frequent updating of the stage—discharge relationships.
However, most of the stage—discharge relationships are not updated frequently, and this
inevitably introduces uncertainty in discharge data and in turn the validation of model

simulation results (Guerrero et al., 2012; Sikorska et al., 2013; Coxon et al., 2015).

Rainfall, as one of the major inputs to hydrological models, varies in time, space and altitude
because of multi-climatic mechanisms. The measurement of rainfall requires weather stations
appropriately distributed across the basin; however, this is not the case in many basins in
Africa (Hughes, 2006; Nicholson, 2013; Awange et al., 2016). Apart from the spatial
distribution of gauges, uncertainty in ground-based rainfall data is also associated with gauge
type and height, windshield, exposure, and interpolation methods (WMO, 1983). Although
gridded and satellite rainfall datasets are used as alternative sources of rainfall data, they are
associated with a number of uncertainties related to estimation, and sampling techniques,
retrieval algorithms and topography (Villarini et al., 2008; Aghakouchak et al., 2010;
Awange et al., 2016; Dahri et al., 2016). The other sources of uncertainties in satellite-based
rainfall are related to estimation techniques based on cloud top reflectance and thermal
radiance, as well as infrequent satellite overpasses (AghaKouchak et al., 2009; Bytheway and
Kummerow, 2013). For instance, the use of high-resolution infrared spectral band has
resulted in the unrealistic estimation of rainfall values because the rainfall is estimated from
cloud-top temperature, which is highly affected by the height of the clouds, and as a result,
orographic rainfall events in mountainous areas are frequently not captured (Gebregiorgis and
Hossain, 2013; Awange et al., 2016). Generally, the influence of altitude on rainfall variation
is ignored in many satellite-based rainfall datasets (Hughes, 2006; Dahri et al., 2016). The
CRU (Climate Research Unit) gridded long-term monthly rainfall (1901 to date) was
estimated using available local ground-based rainfall (i.e. fewer stations were used in some
areas which affect the interpolation process) (Harris et al., 2014). Moreover, some of the
earlier records are clearly unreliable, and it is evident that they were infilled using long-term

mean monthly values.
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Potential evapotranspiration (PET) is an additional important hydrological model input which
is normally estimated from climate variables (i.e. solar radiation, wind, temperature,
atmospheric pressure and water vapour deficit), using different empirical formulas such as
that by Penman (Penman, 1948; Allen et al., 1998), Hargreaves (Hargreaves and Allen, 2003)
and others as presented by Lu et al. (2005) and Esmaeilabadi (2014). The PET data estimated
using these methods vary with data inputs and assumptions made during computations
(Grismer et al., 2002). The climatic variables used to estimate the PET data are mostly
estimated from meteorological stations which are point-based stations. As a result, the
computed PET values are not representative of the basin PET (Hughes, 2007; Long et al.,
2014). The introduced errors in the estimated basin PET can inevitably affect the simulated
model results. Global satellite-based PET datasets have recently been used as another source
of PET data (Allen et al., 2011). One of the major challenges in applying some of the global
satellite-based PET datasets is related to their resolution and they tend to be too coarse for
application at small scales (Allen et al., 2011; Westerhoff, 2015). The MODIS 16 PET
product has a pixel resolution of 1 km x 1 km and is derived from remote sensing data and
global meteorological data (Mu et al., 2011). The use of global meteorological data, which
are mostly not representative of climatic variations, for the computation of the MODIS16
PET, is regarded as one of the weaknesses of this product (Trambauer et al., 2014;
Westerhoff, 2015). As a result, application of the MODIS16 PET in modelling has resulted in
under- or over-estimation of model simulations (Mu et al., 2011; Jovanovic et al., 2015;
Westerhoff, 2015; Rafiei et al., 2017). Moreover, in some global datasets, the PET values are
derived using simplified assumptions as applied in the Penman method or interpolated from a

limited number of available ground-based values.

Topography is one of the key model inputs in hydraulic models. In data-scarce regions of
Africa, ground-based topographical data are frequently not available, and freely-available
DEMs are therefore used to represent topographical characteristics in the model setup (e.g.
SRTM, ASTER and GTOP30). These DEMs vary depending on the method of acquisition
(Rodriguez et al., 2006; Bates et al., 2014; Yan et al., 2015). For example, Radar-based
technology applied in the SRTM could neither penetrate the water surface nor the full
vegetation height (Sanders, 2007; O’Loughlin et al., 2016). As a result, the SRTM elevation
data are elevated in some places (i.e. they do not represent ground elevations). Thus, unless
the vegetation effects are corrected, the application of this DEM, particularly in densely
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vegetated areas, would result in unrealistic model results (Baugh et al., 2013; Teng et al.,
2017).

Channel bathymetry data are also required in setting up hydraulic models. Generally, this
information is rarely available for many rivers. In some cases, the river bathymetry data are
estimated through surveying river reaches (Trigg et al., 2009; Di Baldassarre et al., 2010;
Rudorff et al., 2014) for a few representative sections. Clearly, this technique is always
expensive, and sometimes the few selected sections might not be representative of the entire
river network. In some studies, river bathymetry data have been extracted from high-
resolution satellite data (Biancamaria et al., 2009; Neal et al., 2012; Kreiselmeier, 2015; Yan,
2015; Edwards et al., 2016). Even though this approach appears to be an attractive option,
high-resolution satellite images are often not available for many regions in southern Africa. It
is also possible to obtain the river bathymetry data from the available global datasets, such as
Andreadis et al. (2013) and Yamazaki et al. (2014). In most datasets, the river cross-section
values were derived from low-resolution DEMs (e.g. the 15-arcsecond SRTM DEM), which
do not correctly represent the river morphology and the estimated values are unrealistic.
Within other datasets, empirical equations (e.g. Leopold and Maddock, 1953; Dingman and
Sharma, 1997) were applied to derive river cross-section values, but it is clear most of the

local channel variations are not captured by the empirical equations (Yamazaki et al., 2014).

2.8.2 Model structure uncertainty

A model is an abstract and simplified representation of the real-world basin processes
(Refsgaard et al., 2005). Basin processes interact in a complicated manner, and
oversimplification of these processes in a model structure may affect the quality of model
results (Renard et al., 2010; Hughes et al., 2011; Gupta et al., 2012). Moreover, the spatial
and temporal scale of analysis contributes to structural uncertainty in modelling (Wagener
and Gupta, 2005; Refsgaard et al., 2007; Beven et al., 2008; Hrachowitz, et al., 2013; Hughes
et al., 2013). Despite the recognised sources of structural uncertainty, only a few studies have
focused on assessing model structure uncertainty (e.g. Butts et al., 2004; Refsgaard et al.,
2006; Zhang et al., 2011), because it is often difficult to separate these uncertainties from
those derived from other sources, and structural uncertainty depends heavily on other sources
of uncertainty (Beven, 2005; Warmink et al., 2010; Zhang et al., 2011). For example, a more
detailed model structure requires a large number of parameters, and quantification of these

parameters is often difficult. As a result, the model predictability becomes low. Therefore, an
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attempt to change the model structure will inevitably affect both model inputs and model
parameters. Refsgaard et al. (2006) provide a review of different strategies developed to
assess structure uncertainties. These strategies include an increase of the parameter space to
account for structural uncertainty, as applied by Van Griensven and Meixner (2004),
estimation of the structural uncertainty term, as applied by Radwan et al. (2004), the use of
multiple conceptual models, as applied by Bultts et al. (2004) and Visser et al. (2000) and the
use of expert elicitation, as applied by Meyer et al. (2004).

2.8.2 Model parameter uncertainty

Parameter uncertainty arises from different sources, which affects model accuracy and
reliability (Ao et al., 2006). According to Ao et al. (2006), parameter uncertainty can be due
to 1) quality and quantity of model input data; 2) model structure; 3) initial parameter ranges;
4) choice of objective functions to evaluate the model; 5) optimisation algorithms and; 6)
equifinality. The lack of accurate basin physical characteristics (e.g. soils, geological,
topographical and land cover) which are used to estimate model parameters affects the
parameterization processes. In most cases, these data are typically not available locally, and
global datasets offer an alternative source for these types of data (e.g. Lehner et al., 2006;
Rodriguez et al., 2006; Andreadis et al., 2013; Hengl et al., 2014). However, in most cases,
they are inconsistent, erroneous and not available at the required resolution or in the correct
form (Andersson et al., 2015). For example, soil depths and/or water capacity are required to
derive parameters related to soil infiltration and subsurface storage; however, these datasets
mostly provide information only on soil types. Moreover, other datasets provide information
on geological formations, with no details of fracture density, storativity and transmissivity
values, which are required for model calibration. This suggests that inappropriate basin
physical data may lead to incorrect estimates of parameter values. Thus, it is always vital to
examine and identify the datasets that suit the intended purpose (Winsemius, 2009; Yan et
al., 2015). Discharge data used in calibration have been found to contain a number of types of
errors, including measurement errors, leading to incorrectly estimated parameter values (Ao
et al., 2006). Uncertainties in the objective functions used during calibration have impacts on
the final parameter values. Different objective functions may lead to different parameter sets
after calibration. Several frameworks are available to understand and reduce parameter

uncertainties, including a priori parameter estimation, which is appropriate for data-scarce
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areas (Duan et al., 2006; Zhang et al., 2008; Kapangaziwiri and Hughes, 2008; Hughes et al.,
2010).

2.9 Dealing with uncertainty in hydrological and hydraulic modelling

Different uncertainty frameworks are available to quantify the sources of uncertainty and
facilitate parameter estimation and data assimilation (Beven and Binley, 1992; Beven and
Freer, 2001; Vrugt et al., 2003; Wagener et al., 2003; Abbaspour, 2004; Moradkhani et al.,
2005; Rubarenzya et al., 2007; Wagener and Kollat, 2007; Yadav et al., 2007; Wagener and
Montanari, 2011; Kapangaziwiri et al., 2012). Some of these frameworks include GLUE
(Beven and Binley, 1992), DYNIA (Wagener et al., 2003), SCEM-UA (Vrugt et al., 2003),
BATEA (Kavetski et al., 2006) and SUFI-2 (Abbaspour, 2004).

The Generalised Likelihood Uncertainty Estimation (GLUE; Beven and Binley, 1992): The
main purpose of the development of GLUE was to account for different sources of
uncertainty, such as that associated with the model structure, model parameter values and
model inputs in hydrological modelling. A Monte Carlo sampling technique is used to
generate parameter sets from a priori distributions of parameter values, and likelihood
measures are used to separate non-behavioural and behavioural sets. This technique is one of
the most widely-applied uncertainty approaches, and an example application of this
framework in data-poor basins of Africa is a study by Winsemius et al. (2009) in the
Luangwa River basin. GLUE framework has also been applied together with the LISFOOD-
FP in different studies to estimate uncertainties in the simulated inundation characteristics
(e.g. Bates et al., 2004; Hunter et al., 2005b; Pappenberger et al., 2006; Pappenberger et al.,
2007; Di Baldassarre et al., 2009). For example, Pappenberger et al. (2007) developed a
fuzzy methodology that applied this uncertainty framework together with the LISFLOOD-FP
to estimate uncertainties in the model results whereas, Hunter et al., (2005b) applied the
framework to estimate uncertainties in the model inputs. Despite its application, other studies
such as Christensen (2004), Montanari (2005), Montovan and Todini (2006) and Stedinger et
al. (2008) have reported some drawbacks to this framework. Montovan et al. (2007) argued
that the prediction limits derived from the GLUE tend to be different from those estimated
from other classical and widely-accepted statistical methods. Moreover, there is as yet no
method developed to establish the threshold values used to distinguish behavioural and non-

behavioural model runs (Montanari, 2005; Blasone et al., 2008b; Winsemius et al., 2009).
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The Dynamic Identifiability Analysis (DYNIA: Wagener et al. (2003): The main purpose of
DYNIA was to reduce the effects of parameter non-identifiability through identifying the
model structure and estimation of parameters that are most appropriate. The method locates
periods of high identifiability for each parameter and detects the failure of the model structure
(Ouyang et al., 2014). Based on the uniform prior distribution of the feasible parameter
space, a Monte Carlo sampling technique is used to examine the behavioural parameter
space. The objective function associated with each parameter set is transformed, and the
gradient of the cumulative probability distribution of the transformed values can be used to
estimate the degree of identifiability of each parameter within a parameter space (Wagener et
al., 2003). One of the strengths of this method is its ability to measure the changing levels of
parameter identifiability over time, and the flexibility of choosing model performance criteria
(Wagener et al., 2003). Moreover, this approach can be applied in any model to evaluate its

structure.

Bayesian Total Error Analysis (BATEA) by Kavetski et al. (2002; 2006): The main purpose of
this approach was to understand data and model uncertainties in hydrological modelling. The
method identifies sources of uncertainties that affect calibration and prediction of
hydrological models (Thyer et al., 2009; Renard et al., 2010). The method is among few
frameworks that consider most of the sources of uncertainty in modelling (Ajami et al.,
2007). Its major strength is the ability to use the independent prior information to obtain a
well-posed and useful inference, even when the data alone may not be sufficient (Kavetski et
al., 2006a; Thyer et al., 2009). Conversely, the BATEA approach is computationally
intensive as it includes different numerical methods. For example, Monte Carlo sampling is
combined with fast Newton-type optimisation methods and Hessian-based covariance
(Kavetski et al., 2006Db).

The Shuffled Complex Evolution Metropolis (SCEM-UA) by Vrugt et al. (2003): This
framework uses a Markov Chain Monte Carlo (MCMC) sampling algorithm to infer the
posterior distribution of hydrological parameters. According to Efstratiadis and
Koutsoyiannis (2010), SCEM-UA combines both uncertainty assessment and parameter
optimisation procedures using a modified version of the Shuffled Complex Evolution (SCE-
UA) method for global optimisation developed by (Duan et al., 1992). The method generates
explicit estimates of parameter uncertainty as well as the prediction of uncertainty bounds
(Vrugt et al., 2003; Ajami et al., 2007). Moreover, SCE-UA is one of the most-used methods
for the automatic calibration of hydrological models (Ndiritu, 2009).
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Sequential Uncertainty Fitting, version 2 (SUFI-2) by Abbaspour et al. (2004): SUFI-2 is
mainly used for uncertainty analysis and calibration in the SWAT model (Abbaspour et al.,
2004; 2015). It is a multi-site and semi-automated global search procedure that is used to
combine parameter calibration and uncertainty predictions in the SWAT model (Schuol and
Abbaspour, 2006). Generally, parameter uncertainty assessment is used to represent
uncertainties from all other sources in the model, and Latin hypercube sampling is used to
identify independent parameter sets (Abbaspour et al., 2007; Yang et al., 2008). Objective
functions and parameter ranges are defined from physical understanding of the basin, and
parameters are adjusted manually in an iterative mode between auto-calibration runs (Schuol
and Abbaspour, 2006). The results from uncertainty and sensitivity analyses can be used to
estimate optimal parameter sets depending on an understanding of the basin processes
(Arnold et al., 2012). Among the drawbacks of the method is that a modeller is required to
check the suggested posterior parameter sets; thus, there is a need to have a prior

understanding of the parameters and their impacts on model outputs (Yang et al., 2008).

2.10 Uncertainty analysis framework for ungauged basins in the southern

African region

Although it would be challenging to apply the majority of uncertainty frameworks in data-
scarce areas (Hughes, 2015a), a few approaches suitable for application to these regions are
available (e.g. Ao et al., 2006; Duan et al., 2006; Yadav et al., 2007; Kuzmin et al., 2008;
Zhang et al., 2008; Yao et al., 2012). In recent years, uncertainty approaches for hydrological
predictions in southern Africa with the GW Pitman model have been proposed
(Kapangaziwiri and Hughes, 2008; Hughes et al., 2010; Tumbo and Hughes, 2015). The
Kapangaziwiri and Hughes (2008) approach is based on the use of the basin physical and
climatological characteristics (e.g. land cover, topography, geology, soils, rainfall and
evapotranspiration) to establish a priori parameter sets using different empirical formulas and
a regionalisation of the stream flow signatures used to constrain behavioural ensembles. This
approach was applied in different studies within southern African basins (e.g. Kapangaziwiri
et al., 2012; Tshimanga 2012). One of the recent approaches focused on using hydrological
signatures as constraints (Hughes, 2015a; Tumbo and Hughes, 2015). The hydrological
constraints used in this approach include mean monthly streamflow (MMQ), mean monthly

groundwater recharge, Q10, Q50 and Q90 on the flow duration curve as well as the percent
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time of zero flows. The method involves two steps, as indicated in Figure 2.11. The initial
step uses a priori parameter distributions under Monte Carlo sampling to generate ensembles
for the incremental natural flows of each sub-basin, and hydrological signatures are used to
constrain all possible outputs to those considered behavioural. An ensemble can be
considered behavioural when its bounds fall within all established constraints. In step 2 the
behavioural parameter sets are re-sampled and the entire model is run for all sub-basins
linked together to generate the cumulative streamflow volumes at the outlets of all sub-
basins. The final simulated flows can be further constrained using available observed data.
This approach is simple and flexible and is, therefore, suitable for ungauged basins as it does
not rely on the time series of observed data to establish the constraints. The approach has
been successfully applied to the Great Ruaha River basin (Tumbo and Hughes, 2015),
Caledon River basin (Hughes, 2015b) and five river basins in Swaziland (Ndzabandzaba and
Hughes, 2017).

Stage 1: Individual sub-basin incremental outputs

A priori Model ‘Cloud’ of possible Multiple Behavioural
parameter model outputs constraint filters  outputs &
space A parameter sets

-

Solid lines = Accept
Dashed lines = Reject

Size of sub-basin
‘clouds’ represents the
degree of uncertainty
in the simulated
incremental flows (e.g.
small ‘clouds’ may
have gauged data).

Figure 2.11: A two-stage approach to uncertainty analysis used within the GW Pitman model
(Source: Hughes, 2015a).
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2.11 Conclusions

In Africa, many river basins contain substantial wetland areas, and these wetlands are
hydrologically connected to river channels. The total integrity of the two systems depends on
how they interact. There is evidence to illustrate how upstream water resource development
changes affect wetland hydrological inputs, and these impacts inevitably modify channel—
wetlands exchanges as well as downstream river flow regimes. Understanding of both the
impacts upstream changes have on wetlands and the channel-wetland exchanges is important
to achieve sustainable management of many river basins in Africa. This chapter discusses
different issues related to large wetlands and their exchanges with river channels, and
different methods to quantify channel-wetland exchanges in data-scarce river basins. The
literature reviewed in this chapter suggests that freely-available EO data can provide useful
information for understanding wetland dynamics; however, their application is limited due to
their spatial resolution and temporal coverage. Modelling approaches remain useful for
understanding wetland dynamics and their influence on flow regimes at the basin scale.

Different types of basin-scale models are available for modelling different basin processes;
however, in large wetlands, the details captured in these models cannot effectively represent
the interactions of these wetlands with river channels. As a result, calibration of these models
in large wetlands is very difficult and does not provide satisfactory model simulations. The
available detailed hydraulic models can provide information related to wetland dynamics, and
this information can be used to establish parameters required in basin-scale models. For
example, Wen et al. (2013b) applied a MIKE FLOOD hydrodynamic model to understand
wetland dynamics and used the simulated results (i.e. water level, inundation area and
relationship between stream and wetlands and among wetlands) to estimate data and
parameters required in the Integrated Quality and Quantity Modelling (IQQM) hydrological
model in the Macquarie floodplain in Australia. Therefore, the approach that uses both
hydraulic and basin-scale models to model the influences of large wetlands on river flow

regime is suitable for river basins that include large wetlands.
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CHAPTER THREE: BASIN CHARACTERISTICS, DATA
SOURCES AND QUALITY

The physical and climatic settings (e.g. rainfall, evapotranspiration, topography, slope,
geology, and land cover) influence basin processes including the generation of runoff.
Physical characteristics determine the understanding of hydrological processes that is used to
derive different model parameters, whereas rainfall and evapotranspiration are the main
inputs for most hydrological models. Although these characteristics are generally important
for the modelling process, in the southern African region they are frequently not available.
Global datasets provide alternative data sources to understand the different characteristics and
processes in basins and have been applied in different studies in this region (e.g. Kashaigili,
et al., 2006; Winsemius et al., 2009; Tshimanga et al., 2011; Neal et al., 2012; Hughes and
Slaughter, 2015; Tumbo and Hughes, 2015; Masafu, 2016; Kossi, 2017). Some of the global
datasets include the SRTM (Farr and Kobrick, 2000); the SoilGrids 1 km (Hengl et al., 2014);
the USGS land cover (USGS LCI: Broxton et al., 2014); the ARC2 satellite rainfall (Novella
and Thiaw, 2013); and the CRU TS v. 3.22 monthly rainfall (Harris et al., 2014) which
provide topography, soil, land cover and rainfall data, respectively. Satellite images have also
been used to detect different land cover types such as vegetation and open water bodies in
many places in the southern African region and the results have been used to calibrate and/or
validate models (Milzow et al., 2009; Meier et al., 2011).

The current study focused on three basins containing large wetlands within southern Africa:
1) the Upper Zambezi River basin, 2) the Luangwa River basin, and 3) the Upper Great
Ruaha River basin as indicated in Figure 3.1. The first two are part of the Zambezi River
system, and the latter is part of the Great Ruaha River system in Tanzania. The southern
African region is characterised by variable climatic conditions from tropical dry to humid
tropical (Valimba, 2004). As a result, the three basins experience different climatic conditions
depending on their spatial proximity. Apart from the climatic conditions, physical
characteristics such as topography, soils, and geology vary extensively within the region.
Therefore, this chapter discusses in detail the physical and climatic settings of the three
selected basins and their associated wetlands using information that was obtained from local

and global datasets.
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Figure 3.1: Locations of the three selected basins in southern Africa.

3.1 Summary of the datasets used in this study

Most of the data used in this study were obtained from global datasets. The topography and
slope distributions were derived from the SRTM 90 m resolution dataset (Farr and Kobrick,
2000). This DEM has an absolute vertical error of 5.6 m and a relative error of 9.8 m in
Africa (Rodriguez et al., 2006) and has been widely applied in both hydrological (e.g.
Tirivarombo, 2013; Tumbo and Hughes 2015; Mohobane, 2015), and hydraulic studies (e.g.
Neal et al., 2012; Coulthard et al., 2013; Schumann et al., 2013; Fernandez et al., 2016) in
southern Africa. The Harmonised World Soil database (HWSD) version 1.2 (Nachtergaele et
al., 2008) and the SoilGrids 1 km (Hengl et al., 2014) are the most recent available global
soil datasets. Despite their low spatial resolution, they provide useful information that can be
used to understand soil types and soil distribution in the basins where local data are not
available. Hengl et al. (2014) provided some limitations associated with the SoilGrids 1 km
dataset such as their coarse resolution and the use of low sampling density which is not
representative of the spatial variation of soils. However, in comparison to the HWSD which

has not been recently updated, the SoilGrids 1 km dataset (http://soilgrids.org) is the most
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recent soil dataset which is automated and flexible to use (Hengl et al., 2014; Nachtergaele,
2014). Thus, this dataset was used to evaluate the distribution of the soil types found in the

three selected basins.

Global land cover datasets that are freely available include the Global Land Cover map
(GLOBCOVER: Bontemps et al., 2011), Global Land Cover Facility (GLCF: Channan et al.,
2014), the Global Land Cover Characterisation (GLCC: Loveland et al., 2000) and the USGS
Land Cover dataset (USGS LCI: Broxton et al., 2014). Recently, the USGS LCI has released
a 0.5km MODIS-based Global Land Cover Climatology for Africa. The dataset was
prepared based on the collection of 5.1 MCD12Q1 land cover type data for 10 years starting
from 2001 to 2010 (Broxton et al., 2014). Compared to other global datasets, such as the
Global Land Cover Characterisation (GLCC) data, which were developed using one year of
Advanced Very High Resolution Radiometer (AVHRR) land cover data (1992 to 1993), the
USGS LCI included the variations of land cover for a period of 10 years and validated the
results using high quality data (Broxton et al., 2014). Therefore, USGS LCI dataset is more
accurate compared to the GLCC dataset and was therefore selected to inform the
understanding of the land cover in all the study basins.

Climatic data were obtained from both local and global datasets. Generally, there are a
limited number of rainfall stations in these basins and, where available, they predominantly
contain records with either missing values or poor quality data. Under these conditions,
global rainfall datasets are the only data sources that provide continuous time series over the
full spatial extent of the basins. The long-term monthly and daily rainfall data required for
this study were obtained from the Climate Research Unit (CRU) at East Anglia University,
UK (http://www.cru.uea.ac.uk/cru/data/hrg/cru ts 3.22/) (CRU TS v. 3.22: Harris et al., 2014)
and the Climate Prediction Centre (CPC) within NOAA (National Oceanic and Atmospheric

Administration) (ftp://ftp.cpc.ncep.noaa.gov/fews/fewsdata/africa/arc2/bin) (ARC2: Novella

and Thiaw, 2013), respectively. The ARC2 dataset contains satellite-derived daily rainfall
data gridded at 0.1° resolution and its records extend from 1983 to the present day (Novella
and Thiaw, 2013). The CRU TS v. 3.22 (Harris et al., 2014) are long-term series of monthly
rainfall data available at a coarse resolution (0.5° x 0.5° grids) and contain no missing values
for the entire data period from 1901 to date. They were established by interpolation of
available local rainfall data. However, due to the limitation of local rainfall stations in
southern Africa, it is likely that the number of stations that contributed to the CRU rainfall
estimation is very low in this region, thereby affecting the quality of the estimated rainfall
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values. The average monthly potential evapotranspiration (PET) and the mean monthly
temperature data were obtained from the Climatic Data Portal within the International Water
Management Institute (IWMI) (http://wcatlas.iwmi.org/) (New et al.,, 2002). These PET

values were computed from the FAO Penman-Monteith equation (Allen et al., 1998) using 30
years of observations of temperature, humidity, sunshine and wind speed from different
weather stations around the world (Droogers and Allen, 2002). The computed values are
presented in a grid format at a resolution of approximately 18 km x 18 km (New et al., 2002).
The number of stations used to compute PET varies spatially according to the climatic
variables used, hence errors in the calculated PET and temperature values are expected in

areas where there are a limited number of meteorological stations.

3.2 Luangwa River Basin

The Luangwa River basin (approximately 15 x 10°km?) is located in the eastern part of
Zambia and it forms part of the Zambezi River system (Figure 3.2). This basin includes the
Luangwa Rift Valley which is an extension of the Great East Africa Rift Valley (Beilfuss and
Santos, 2001; Meier et al., 2011) and is bounded by the Nyika and the Viphya plateaus in the
north and the Muchinga escarpment in the west (Ashton et al., 2001). The Luangwa River
emerges from the north-east part of Zambia close to the Malawi border at 9°53’S and
33°20’E, and it meanders along the Luangwa Rift Valley southwards until its confluence with
the Zambezi River just upstream of the Cahora Bassa Dam in Mozambique (Figure 3.2). In
the middle section of the Luangwa Rift Valley, the river flows across a large floodplain
characterised by different floodplain features including old infilled channels, anabranches,
small depressions and ox-bows (Gilvear et al., 2000). These features may influence the flow
dynamics of the Luangwa River. While a number of hydrological studies have been
conducted in the Luangwa River basin (e.g. Winsemius et al., 2008; 2009; Meier et al.,
2011), to the best knowledge of the author, there is no detailed study that has attempted to
understand the influence of the Luangwa floodplain on the flow regime of the Luangwa
River. The information on the factors that affect the flow regime of the Luangwa River is
important not only for the operation of the Cahora Bassa Dam (Winsemius et al., 2008;
Beilfuss, 2012; Kling et al., 2014), but also for the reduction of flood impacts downstream
(Hrachowitz et al., 2013).
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Figure 3.2: Location of the Luangwa River basin in the Zambezi River system.

3.2.1 Topography and slope

Topography is regarded as the first-order control of the hydrological response in basins
(Serensen et al., 2006; Milzow et al., 2009). In most cases, topography influences channel
origins and the spatial distribution of the climatic variables such as rainfall, temperature and
evaporation, whereas slope guides both the surface and the subsurface movement of water in
a basin (Jarvis et al., 2004; Dennis and Dennis, 2012). Topography can also influence the
movement and spatial variation/distribution of water in the wetlands. Sichingabula (1998)
classified the topography of the Luangwa River basin into six zones: 1) escarpment, 2) hills,
3) ridges and undulating surfaces, 4) plains and pans, 5) old alluvial zone, and 6) floodplain.
Figure 3.2 and 3.3 present the topography and the slope distributions of the Luangwa River
basin, respectively. Following the FAO slope classes (Table 3.1) (Jahn et al., 2006), high
elevated areas such as the Muchinga escarpment and the Nyika plateau are classified as
sloping to moderately sloping areas (i.e. slope values between 10% and 30%), whereas the
Luangwa Rift Valley has low elevation values (mostly 254 m to 900 m) and slope values
between 0% and 2%. The transitional areas between the highlands and the valley are

characterised by the highest slope values (>31%).
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Table 3.1: FAO slope classification

Class Description %
1 Flat 0-0.2
2 Level 0.2-0.5
3 Nearly level 0.5-1
4 Very gently sloping 1-2
5 Gently sloping 2-5
6 Sloping 5-10
7 Strongly sloping 10-15
8 Moderately steep 15-30
9 Steep 30-60
10 Very steep >60

Modified from Jahn et al. (2006)

25°E 26° E 27° E 28°E 29°E 30°E 31°E 32°E 33°E 34°E

10° S r10° S

N

12° o Luangwa Rift Valley]|
Slope (%)

0-2
3-5
6-10

sl RIS
16 - 30

31-60
61 - 164

0 75 150 300 Kilometers
T N I TR N F16° S

25°E  26°E 27°E 28°E 20°E 30°E  31°E  32°E 33¥E 34°EF

r12° S

F14° S

16° S

Figure 3.3: Slope characteristics of the Luangwa River basin.

3.2.2 Geology and soil characteristics

Geological and soil characteristics influence surface and subsurface flow patterns and the
distribution of the basin vegetation. The geology of the Luangwa River basin is characterised
by Permian-Carboniferous, Jurassic-Carboniferous, Paleozoic-Precambrian (Persits et al.,
2002) and Karoo age sediments including sandstone, siltstone, mudstone and grit along the
Luangwa Rift Valley (Astle et al., 1969; Gilvear et al., 2000; Van Straaten, 2002; Nyirenda,

2012). The fault scarp is characterised by hard crystalline, igneous and metamorphic rocks of
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Pre-Cambrian age (Astle et al., 1969), whereas the plateaus are dominated by quartzite,

sandstones, granites and gneisses underlain by sedimentary rocks (Ashton et al., 2001).

Ashton et al. (2001) grouped the soils of this basin into three groups: 1) moderately deep,
well-leached feralitic soils dominating the northern, western and southeastern parts; 2)
moderately deep sandy soils derived from quartzite, sandstones and alluvial material
dominating the floor of the Luangwa Rift Valley; and 3) moderately deep, sandy loams
particularly in areas underlain by limestone deposits. Figure 3.4 illustrates the distribution of
the soil types found in the Luangwa River basin derived from the SoilGrids 1 km dataset.
Ferralsols, Cambisols and Rigosols cover about 79% of the basin. Most of the highlands are
covered by Ferralsols which are physically stable, deep and strongly weathered soils. The
Regosols dominate large areas of the Luangwa Rift Valley, whereas the Arenosols dominate
the upper sections of this valley. The Cambisols are weak and moderately developed soils
whereas the Regosols are soils with very limited development that are of alluvial origin
(Meek et al., 2016; Chesworth et al., 2016).
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Figure 3.4: Soil distribution in the Luangwa River basin (Source: Hengl et al., 2014).
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3.2.3 Land cover and land use

Land cover and land use control basin processes such as infiltration and evapotranspiration,
thereby influencing the basin water balance. A detailed classification of land cover in the
Luangwa River basin was documented by Astle et al. (1969). However, due to land cover
changes, including self-modification of the river morphology as reported by Gilvear et al.
(2000), it is important to understand the recent distribution of land cover in this basin. The
land cover types displayed in Figure 3.5 show that wood-savannas dominate the highly
elevated areas particularly in the north-west and western parts of the basin, while the
Luangwa Rift Valley is characterised by a mixture of savanna types (e.g. Miombo-Mopane,
Acacia-Combretum, Faidherbia-Combretum, and riparian woodland; Timberlake, 2000;
Nyirenda, 2012). Permanent wetlands occupy 0.04% of the total basin area and are mostly
located in the Luangwa Rift Valley. The main land use activities in this basin include tourism
especially in the South and North Luangwa National Parks (located within the Luangwa Rift
Valley), subsistence agriculture in rural areas, commercial farming such as maize and

tobacco, as well as livestock rearing (Ashton et al., 2001).
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Figure 3.5: Land cover distribution in the Luangwa River basin (source: Broxton et
al., 2014).
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3.2.4 Climate

A large part of the Luangwa River basin is located in Zambia whose climatic variables (e.g.
temperature and rainfall) are highly influenced by altitude (Musambachime, 2016). Within
the Luangwa River basin, the Luangwa Rift Valley experiences higher mean daily
temperature (>38°C) than the surrounding plateau areas (e.g. Nyika) which are the coldest
areas. October is the hottest month and July is the coldest month. Rainfall is highly controlled
by the movement of the Inter-Tropical Convergent Zone (ITCZ), which occurs when the
moist Congo air mass encounters the humid air from the South East Trade winds (Beilfuss
and dos Santos, 2001; Musambachime, 2016). There are three dominant climatic seasons:
cool dry (April to August), hot dry (September to October), and warm wet season (November
to April) (Winsemius et al., 2008; Nyirenda et al., 2013). The southward movement of the
ITCZ marks the beginning of the rainy season in the Luangwa basin especially starting from
November. The dry season starts when the ITCZ reverses its movement towards the north
around April (Musambachime, 2016). Considerable spatial and temporal variation in rainfall
has been reported (Nyirenda et al., 2013; Tirivarombo, 2013). Tirivarombo (2013) noted that
there is evidence of inter-annual rainfall variation in the Luangwa River basin which is
related not only to change in the position of the ITCZ but also to the ElI Nifio Southern
Oscillation and La Nifia (cold phase). For example, the ElI Nifio in 1997/98 caused severe
droughts in the surrounding region which resulted in significant reduction in stream flow in

the Luangwa River (Beilfuss and Santos, 2001).

3.2.4.1 Rainfall

The monthly and daily rainfall data from the CRU TS V. 3.22 (Harris et al., 2014) and the
ARC2 (Novella and Thiaw, 2013) were used in this study but in order to assess the reliability
of these datasets, the rainfall estimates were compared with rainfall records from the local
stations. A comparison was made between the annual rainfall values from local gauging
stations and the CRU data for a similar period. Daily data are used in disaggregation of
monthly to daily flows; where only the rainfall frequencies are used (see section 4.4 and
Slaughter et al., 2015). Thus, there was no need to evaluate the daily rainfall magnitudes.
Figure 3.6 illustrates the location of the local rainfall gauging stations and the respective
CRU grids, and a comparison of annual rainfall from the local and the nearest CRU grid is

shown in Figure 3.7. The relationship was fitted by a linear curve, and the results indicated
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high values of coefficient of determination (R®) (R*>0.7). Despite some differences, this

analysis indicated that the rainfall data from CRU TS can be used for this study.

The long-term mean monthly rainfall data from area-averaged CRU monthly data for selected
sub-basins were used to understand the rainfall seasonality in the Luangwa River basin. The
seasonal analysis indicated that the Luangwa River basin receives a unimodal type of rainfall
(Figure 3.8). Monthly peak values greater than 200 mm month™ are experienced in the high
elevated areas such as the Muchinga escarpment in the west. Moreover, the spatial variations
of the annual rainfall indicate a considerable decrease in rainfall from mountainous areas
(north and north-east) toward the centre of the Luangwa Rift Valley. These variations have
been reported by other researchers such as Beilfuss and Santos (2001), Nyirenda (2012) and
Nyirenda et al. (2013).
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Figure 3.6: Location of the CRU TS 3.22 grids and the local rainfall stations in

Luangwa River basin.
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the Luangwa River basin.
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Figure 3.8: Rainfall seasonality and the spatial variation of the mean annual rainfall for some of the sub-basins in the Luangwa River
basin.



3.2.4.2 Temperature and potential evapotranspiration (PET)

The minimum and maximum mean temperatures in the area are 15°C (June to July) and 36°C
(October), respectively (Nyirenda et al.,, 2012). In October, the Luangwa Rift Valley
experiences higher temperatures of up to 38°C whereas high elevated areas have temperatures
between 25°C and 30°C (Nyirenda et al., 2013). Figure 3.9 indicates the spatial variation of
the mean annual temperatures from the IWMI Climatic Data Portal (New et al., 2002). There
IS not a significant variation in the mean annual temperature in this basin, although somewhat
higher temperature values have been recorded along the Luangwa Rift Valley (central part)
and further downstream, suggesting the reason for the higher evapotranspiration rates in these
areas (Ashton et al.,, 2001). The mean monthly potential evapotranspiration data were
obtained from the IWMI Climatic Data Portal (New et al., 2002). September, October and
November contribute more to annual evapotranspiration (= 9.4%) than other months
(Table 3.2). However, the October contribution to the annual value is the highest in all sub-
basins (= 12%) and this can be related to the higher temperatures and low rainfall
experienced during this month. Generally, the mean annual potential evapotranspiration for
the Luangwa River sub-basins ranges between 1 476 mmy™ and 1 756 mmy™* (Table 3.2).
Figure 3.10 shows the spatial variation of the mean annual potential evapotranspiration and
indicates that the central and lower parts of the basin are characterised by higher potential

evapotranspiration compared to the other parts of the basin.
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Figure 3.9: Variation of the mean annual temperature in the Luangwa River basin.
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Table 3.2: Sub-basin mean monthly potential evapotranspiration (PET) in the Luangwa River

basin
Sub- Potential evapotranspiration (mm month™)
basin Annual
Oct | Nov | Dec | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sept | (mm)
L1 195 | 153 | 118 | 109 | 101 | 117 | 115 | 117 | 112 | 126 | 152 | 182 | 1598
L2 200 | 166 | 123 | 110 | 102 | 117 | 114 | 114 | 109 | 122 | 147 | 178 | 1600
L3 195 | 152 | 114 | 104 | 97 | 112 | 111 | 111 | 103 | 118 | 144 | 175 | 1536
L4 204 | 171 | 125 | 114 | 105 | 119 | 116 | 116 | 105 | 116 | 142 | 177 | 1608
L5 180 | 150 [ 109 {99 |90 | 100 {99 |100 |90 |97 |127 | 153 | 1497
L6 203 | 152 | 114 | 104 | 97 | 112 | 111 | 111 | 103 | 118 | 144 | 175 | 1536
L7 201 | 172 | 127 | 115 | 109 | 125 | 120 | 120 | 110 | 122 | 150 | 189 | 1669
L8 198 | 159 | 115 | 108 | 102 | 118 | 115 | 115 | 104 | 116 | 145 | 182 | 1593
L9 201 | 172 | 127 | 115 | 109 | 125 | 120 | 120 | 110 | 122 | 150 | 189 | 1669
L10 200 | 147 | 107 | 103 | 97 110 | 107 | 109 | 98 111 | 140 | 171 | 1486
L11 | 201 | 172 | 127 | 115|109 | 125 | 120 | 120 | 110 | 122 | 150 | 189 | 1669
L12 | 201 | 172 | 127 | 115|109 | 125 | 120 | 120 | 110 | 122 | 150 | 189 | 1669
L13 | 201 | 172 | 127 | 115|109 | 125 | 120 | 120 | 110 | 122 | 150 | 189 | 1669
L14 | 201 | 172 | 127 | 115|109 | 125 | 120 | 120 | 110 | 122 | 150 | 189 | 1669
L15 200 | 186 | 139 | 125 | 114 | 134 | 127 | 123 | 111 | 125 | 158 | 197 | 1756
L16 | 200 | 186 | 139 | 125 | 114 | 134 | 127 | 123 | 111 | 125 | 158 | 197 | 1756
L17 201 | 148 | 111 | 105 | 98 111 | 107 | 105 | 95 108 | 138 | 172 | 1479
L18 | 201 | 148 | 108 | 105 |98 | 111 | 106 | 105 |95 | 108 | 137 | 171 | 1477
L19 201 | 148 | 111 | 105 | 98 111 | 107 | 105 | 95 108 | 138 | 172 | 1479
L20 201 | 148 | 108 | 105 | 98 111 | 106 | 105 | 95 108 | 137 | 171 | 1477
L21 | 197 | 147 | 114 | 109 | 100 | 115 | 111 | 108 |96 | 108 | 138 | 169 | 1497
L22 197 | 147 | 114 | 109 | 100 | 115 | 111 | 108 | 96 108 | 138 | 169 | 1497
L23 | 198 | 153 | 121 | 118 | 105 | 119 | 115 | 107 |96 | 109 | 140 | 175 | 1550
L24 190 | 150 | 118 | 113 | 102 | 116 | 110 | 102 | 92 104 | 137 | 169 | 1551
L25 | 192 | 152 | 120 | 117 | 105 | 119 | 111 | 103 |94 | 103 | 138 | 170 | 1563
L26 | 198 | 171 | 131 | 126 | 113 | 130 | 121 | 115 | 101 | 115 | 150 | 186 | 1663
L27 | 213|189 | 146 | 138 | 122 | 139 | 131 | 121 | 105 | 121 | 156 | 201 | 1699
L28 | 205|181 | 139 | 131|116 | 133 | 123 | 113 |97 | 111 | 148 | 188 | 1679
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Figure 3.10: Variation of the mean annual potential evapotranspiration (PET) in the

Luangwa River basin.

3.2.4.3 Streamflow

The Luangwa River, which meanders along the Luangwa Rift Valley, is mainly characterised
by a sand-bed (Gilvear et al., 2000). It receives water from perennial and non-perennial
tributaries draining from highly elevated areas including the escarpment (Winsemius et al.,
2009; Meier et al., 2011). The Lusemfwa River is the major tributary of the Luangwa River
which drains an area of about 44 x 10° km? (see Figure 3.2). The Lusemfwa River joins the
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Luangwa River a few kilometres before the confluence with the Zambezi River (Beilfuss and
Santos, 2001). The Luangwa River basin is divided into 28 sub-basins and their areas are

presented in Table 3.3.

There is a single gauging station on the Luangwa River (Great East Road station or L28 in
this study) located at 14.9°S and 30.2°E close to its confluence with the Zambezi River
(Figure 3.2). This gauging station measures the river discharge generated from an area of
about 95% of the whole Luangwa River basin. The accessed data record is from 1930 to
1991, which has no missing data. Based on the monthly flow data from this station, the
streamflow displays a unimodal pattern with the rising limb starting in mid-November and
peaking in February (1 860 m®s™). The rising limb of the hydrograph responds quickly to the
peak rainfall amounts, and the recession limb starts rapidly from March until May and then
decreases slowly up to September (Figure 3.11). The calculated mean annual runoff for the
record period (1930 — 1991) is 18 x 10° m® with an annual coefficient of variation (CV) of

0.46 which indicates a year-to-year variation of the annual runoff.

Table 3.3: Catchment areas for sub-basins in the Luangwa River basin

Sub-basin ID Area (km?) Sub-basin ID Area (km?)
L1 12742 L15 668
L2 4465 L16 4478
L3 9168 L17 2841
L4 2744 L18 5339
L5 86 L19 5482
L6 4647 L20 5426
L7 4710 L21 3164
L8 6150 L22 7231
L9 2837 L23 4571
L10 3490 L24 19235
L11 2645 L25 8762
L12 3063 L26 997
L13 29 L27 9633
L14 5950 L28 7617

66



2000

1600

p—

(]

]

=]
|

800 -

400

Mean monthly flows (m3s!)

0 T I T T T T T T T I T 1
oct nov dec jan feb mar apr may jun jul aug sep

Figure 3.11: Mean monthly hydrograph for the Great East Road station (L28) in the

Luangwa River basin.

3.2.5 Water use

Generally, water is abstracted for domestic, industrial and agricultural use as well as the
generation of Hydro Electric Power (HEP). A large part of the Luangwa River basin is
dominated by rural populations, hence abstraction for domestic uses is minimal (Ashton et
al., 2001). There are two main HEP dams linked to the Lusemfwa and the Mulungushi
tributaries (Figure 3.2). The two tributaries join the Luangwa River a few kilometres
upstream of its confluences with the Zambezi River, hence they have no direct impact on the
Luangwa floodplain which is located on the middle section of the Luangwa River basin. The
Mulungushi Dam has a surface area of 31 km? and a storage capacity of 49.6 x 10° m*
whereas the values for Lunsemfwa Dam are 45 km? and 72 x 10° m® (Figure 3.12) (Imasiku
and Feilberg, 2012).
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Figure 3.12: Mita-Hills or Lusemfwa Dam (Source:

https://www.snpower.com/history/entering-3-new-markets-article757-271.html ).

The irrigation area in the Luangwa River basin is approximately 101 km? with 91 km? along
the Lusemfwa tributary and the rest in the eastern part of the basin (World Bank, 2010).
Beilfuss (2012) and Spalding-Fecher et al. (2014) reported that about 120 x 10° m3yr™ of
water (i.e. less than 1% of the mean annual runoff) is abstracted for irrigation purposes in the
entire basin. Water abstractions from small dams and weirs have been reported (World Bank,
2010), however, there is no reliable information on how they are operated. Figure 3.13
illustrates some patches of the irrigation land in the Luangwa River basin. Although there are
HEP and irrigation farms, their impacts on the total annual runoff of the Luangwa River basin
are considered to be minimal (Beilfuss, 2012).
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Figure 3.13: Google Earth image showing some irrigation farms in the Luangwa

River basin.

3.2.6 Luangwa floodplain

The floodplain is located along the Luangwa Rift Valley and it has been included in the list of
wetlands of international importance (Ramsar site) since 2007. The Luangwa floodplain also
includes the South and North Luangwa National Park, as well as various game reserves
(Ramsar, 2007). The Luangwa floodplain is approximately 340 km in length and covers an
area of about 2 500 km? (Euroconsult, 2008; Meier et al., 2011) and its width varies between
5 and 12 km. The inundation characteristics (i.e. extent and depths) are influenced by the
topographical and morphological settings of the area between the river channels and the
floodplain. For example, the middle section is wide with minor topographical variation,
whereas the top and bottom sections tend to be narrow and somewhat steep. Most of the
Luangwa River tributaries that originate from steep areas are responsible for the inundation
of the floodplain. Thus, the Luangwa floodplain responds quickly to flooding water at the
beginning of the wet season and depending on the local topography setup, water diffuses
throughout the floodplain, and returns back to the main channel through different channels

found in the floodplain.

Generally, a large part of the floodplain is seasonally inundated with the exception of a few
meander cut-offs and other depressions (Hughes and Hughes, 1992; Ashton et al., 2001). For
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example, there are various lodges and camping sites along the floodplain, and some of them
are adjacent to the main river (Figure 3.14). Figure 3.15 and 3.16 show a meander section of
the Luangwa River during the wet and the dry seasons. During the wet season, water in the
main channel is at bank height and the floodplain is inundated. In the dry season, the main
channel in this section has low flow, and most of the floodplain areas are dry except for some
areas with shallow water depths. The floodplain vegetation is sparse and includes a variety of
species such as grasses, herbs, riparian and Miombo woodland, Berchemia discolor,
Breonadia salicina, Diospyros mespiliformis, Trichilia emetic, Mopane African ebony, and
Acacia albida (Hughes and Hughes, 1992; Gilvear et al., 2000; Ramsar, 2007).

Figure 3.14: Google Earth image showing lodges and camping sites on the Luangwa

floodplain.
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Figure 3.15: The Luangwa River in the dry season (Source: http://www.patrickbentley.com/).
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Figure 3.16: The Luangwa River in the wet season (Source: http://www.patrickbentley.com/)
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3.3 Upper Zambezi River basin

The Upper Zambezi River basin extends down to the Victoria Falls (e.g. Beilfuss and Santos,
2001; World Bank, 2010; Kling et al., 2014). However, the current study only considers the
delineated area as shown in Figure 3.17 because the main focus of this study was to capture
the Barotse floodplain and its entire drainage area. Therefore, the delineated areas include the
Luena, Luanguinga, Lungue-Bungo and the Kabompo River sub-basins as well as the Barotse
floodplain at the centre (Figure 3.17). Apart from the Barotse floodplain, some of these sub-
basins are characterised by small plains and flatlands such as the Lungue-Bungo River
floodplain and the Lui River floodplain (Timberlake, 2000). The Barotse floodplain, as the
second largest floodplain in the Zambezi River system, extensively regulates the flows of the
Zambezi River (Moore et al., 2008; Beilfuss, 2012). Beilfuss (2012) reported that about 17 x
10° m® of water was stored in the floodplain during the large flood of 1958. Despite its
importance, the spatial and temporal variation of the water exchange processes between the
Barotse floodplain and the river channels are not well known. As the Upper Zambezi River
basin is regarded as the ‘water tower’ for the Zambezi River basin (Beilfuss, 2012),
understanding the floodplain-channel exchange processes is useful not only for sustainability

of the floodplain but also for other water resource developments downstream.
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Figure 3.17: Location of the Upper Zambezi River basin in the Zambezi River system.

3.3.1 Topography and slope

The topography and slope characteristics of the Upper Zambezi River basin are illustrated in
Figure 3.17 and 3.18, respectively. The upper sub-basins (north-east and north-west),
including the Lungue-Bungo and Kabompo sub-basins, are characterised by high elevations
between 1041 m and 1600 m and slope values between 5% and 15% (sloping to strong
sloping areas according to FAO slope classification by Jahn et al., 2006; Table 3.1). The
transitional areas between highlands and valleys have slopes between 16% and 62%,
especially in the north-east. The high elevation and slope values suggest rapid runoff
generation from these sub-basins. Flat to very gentle slopes (0% to 2%) dominate the Barotse
floodplain, small plains and flatlands (centre of the basin) and these areas have elevation

values between 1 000 m and 1 040 m.
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Figure 3.18: Slope characteristics of the Upper Zambezi River basin.

3.3.2 Geology and soil characteristics

The Luena, Luanguinga, and Lungue-Bungo River sub-basins are underlain predominantly by
sandstones and conglomerates covered by the Kalahari sands, whereas the Kabompo sub-
basin lies on the copper-rich sandstones, quartzite, arenites, and conglomerates (Ashton et al.,
2001). The Barotse floodplain lies on the Karoo basalts (about 150 m thick) overlain by moist
and permeable Kalahari sands (Turpie et al., 1999; Winsemius et al., 2006; Flint, 2008).
Black and grey fertile soils enriched by silts and humus, which resulted from the
decomposition of vegetation and aquatic species, remain on top of the Kalahari sands when

floods recede in the floodplain (Moore and Fenton, 2007).

There is a considerable variation in the soil characteristics within the basin (Figure 3.19). The
Barotse floodplain and small flatlands are dominated by Gleysols, which are commonly
found in wetlands characterised by high groundwater levels. Aeronosols, which cover a large
part of this basin (78%), are unconsolidated soils with low clay content and a high degree of

porosity. Ferralsols dominate the north-eastern parts including the Kabompo sub-basin and
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Kalene Hills and they are deeply weathered, acidic, leached and permeable soils with high
iron content (Ashton et al., 2001).
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Figure 3.19: Distribution of different soils in the Upper Zambezi River basin (Source:
Hengl et al., 2014).

3.3.3 Land cover and land use

Figure 3.20 illustrates that a large part of this basin is dominated by wood-savannas (59.3%)
except for the upper course of the Zambezi River valley which is covered by grasslands.
Forests are also found in the upper sub-basins especially in the Kabompo sub-basin in the
north-east. The areas surrounding 