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Abstract

The 21 cm transition from neutral Hydrogen promises to be the best observational probe of

the Epoch of Reionisation. It has driven the construction of the new generation of low frequency

radio interferometric arrays, including the Hydrogen Epoch of Reionization Array (HERA). The

main difficulty in measuring the 21 cm signal is the presence of bright foregrounds that require

very accurate interferometric calibration. Thyagarajan et al. (2018) proposed the use of closure

phase quantities as a means to detect the 21 cm signal, which has the advantage of being in-

dependent (to first order) from calibration errors and therefore, bypasses the need for accurate

calibration. Closure phases are, however, affected by so-called direction dependent effects, e.g.

the fact that the dishes - or antennas - of an interferometric array are not identical to each other

and , therefore, yield different antenna primary beam responses.

In this thesis, we investigate the impact of direction dependent effects on closure quantities

and simulate the impact that primary antenna beams affected by mutual coupling have on the

foreground closure phase and its power spectrum i.e. the power spectrum of the bispectrum

phase (Thyagarajan et al., 2020). Our simulations show that primary beams affected by mutual

coupling lead to an overall leakage of foreground power in the so-called EoR window, i.e. power

from smooth-spectrum foregrounds is confined to low k modes. We quantified this effect and

found that the leakage is up to ∼ 8 orders magnitude higher than the case of an ideal beam at
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k‖ > 0.5 h Mpc−1. We also found that the foreground leakage is worse when edge antennas are

included, as they have a more different primary beam compared to antennas at the centre of the

array. The leakage magnitude is worse when bright foregrounds appear in the antenna sidelobes,

as expected.

Our simulations provide a useful framework to interpret observations and assess which power

spectrum region is expected to be most contaminated by foreground power leakage.
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CHAPTER 1

INTRODUCTION

Figure 1.1: Cartoon representation of the cosmic evolution with landmarks corresponding to the

most significant transitions in the intergalactic medium (image credit Loeb/Scientific American,

taken from DeBoer et al., 2017)

The detection of the redshifted 21 cm emission line from neutral Hydrogen during the Epoch

of Reionisation is one of the main goals of (upcoming) low frequency radio telescopes like the

1



INTRODUCTION 2

Low-Frequency Array (LOFAR) (Van Haarlem et al., 2013), the Hydrogen Epoch of Reionisation

Array (HERA) (DeBoer et al., 2017) and the Square Kilometre Array (SKA)(Koopmans et al.,

2015). The Epoch of Reionisation (EoR) is one of the least known areas of cosmology, from an

observational point of view. Advancing our understanding of the reionisation will enable us to

understand how the first galaxies formed and, ultimately, improve constraints on cosmological

parameters (Park et al., 2019, e.g.,).

The Universe was initially dense and hot, with temperatures as high as 1032 K (Bennett,

2007). Shortly afterwards, the Universe underwent an exponential expansion (Linde, 2007).

After 380000 years z ≈ 1100, the temperature cooled down sufficiently for neutral hydrogen to

form (Fig 1.1). Before Hydrogen recombination, the Universe was opaque to radiation as free

electrons caused the light to scatter. After recombination, the Universe became transparent, and

photons could travel freely: this is the cosmic microwave background (CMB) radiation that is

detected in all directions with an average temperature signal of ∼ 2.7 K (Fixsen, 2009).

Measurements of CMB anisotropies (e.g., Mather et al., 1994; Bennett et al., 2013; Planck

Collaboration et al., 2018), provide the best constraints on cosmological parameters, however, as

the CMB photons no longer interact significantly with the matter after recombination, they do

not provide detail information about the formation of the first stars and galaxies.

Cosmological simulations predict first stars and galaxies to form at z ≈ 30, which, in turn,

emitted electromagnetic radiation that heated and, later, ionised the Inter Galactic Medium (IGM)

(e.g., Mesinger et al., 2011).

The hyperfine transition from neutral Hydrogen is the most promising probe of structure for-

mation, imprinted in the intergalactic medium. Measurements of the 21 cm signal are challenged

by the presence of foreground emission from the Galaxy and extra-galactic sources, which are

orders of magnitude brighter (Bernardi et al., 2009). The foreground radiation is mainly consti-

tuted by synchrotron radiation and, therefore, smooth with frequency. This is in contrast with

the 21 cm emission line which fluctuates rapidly (e.g., Santos et al., 2005). High accuracy in

calibration is therefore required in order not to compromise the foreground spectral smoothness

(e.g., Wang et al., 2013; Chapman et al., 2014; Sims et al., 2016).

The need for high accuracy calibration required for foreground subtraction has led to alternate



INTRODUCTION 3

methods, known as foreground avoidance methods. As the name suggests, the idea is to avoid

the foreground emission rather than subtracting it (e.g., Parsons et al., 2012; Thyagarajan et al.,

2013). The delay spectrum is one such method; it makes use of interferometric delays to isolate

the power spectrum of the 21 cm emission. Due to the spectral nature of the 21 cm signal, its

power spectrum appears at all k modes, whereas the foreground emission is limited to a wedge

like region in k−space (Thyagarajan et al., 2013; Pober et al., 2013).

Yet another alternative method that uses closure quantities was proposed by Thyagarajan et al.

(2018). The use of closure phases mitigates the calibration requirements as closure quantities are

independent of antenna based corruptions. Closure phase quantities, however, are affected by

direction-dependent effects such as varying antenna primary beam responses. In this thesis, we

aim to study the impact of antenna primary beams, which are affected by mutual coupling on

closure phase quantities.



CHAPTER 2

The Epoch of Re-ionisation

2.1 Brief introduction to cosmology

Cosmology is the study of the origin and evolution of the Universe. The Big Bang theory forms

a crucial part of modern cosmology. The Universe was initially thought to be static, however,

upon observing the emission spectra of distant galaxies, Edward Hubble noted that their spectral

lines appear to be redshifted, i.e. the observed spectra appeared at frequencies lower than their

rest frame. Redshift is defined as:

z =
λo − λr
λr

, (2.1)

where λo and λr are the observed and rest frame wavelengths respectively. Edward Hubble also

noted that galaxies further away were much more red-shifted than closer galaxies. From this, he

concluded that all galaxies were receding from each other and that the velocity of the recession is

proportional to the physical distance between the galaxies. This formulated the famous Hubble

law (Hubble, 1929):

v = H0 r, (2.2)

4



The Epoch of Re-ionisation (EoR) 5

where v is the recession velocity, H0 is the Hubble constant and r is the distance. The current

value of the Hubble constant is dispute between the value obtained from supernovae, H0 =

74.24 ± 1.82 km s−1 Mpc−1 (Riess et al., 2019), and the CMB measurements, H0 = 67.4 ±

0.5 km s−1 Mpc−1 (Planck Collaboration et al., 2018). The Hubble constant is therefore normally

expressed as:

H0 = 100hkms−1Mpc−1, (2.3)

where h is parameterisation factor.

2.1.1 Cosmological distances

There are two distances that are commonly used in cosmology; the comoving and the proper

distance. Comoving distances are distances measured in the frame comoving with the Universe’s

expansion, whereas proper distances are measured by specific observers (us for example) and

therefore, change with the Universe’s expansion. The proper distance r is related to the comoving

distance x as:

r(t) = a(t)x, (2.4)

where a(t) is the expansion factor. The expansion factor is normalised to unity today, i.e. a0 = 1.

The redshift z can be related to expansion coefficient as:

1 + z ∝ 1

a(t)
. (2.5)

2.1.2 Dynamics of the Universe

In cosmology, the Universe is assumed to be homogeneous and isotropic on large scales. With

this assumption, the Universe in general relativity is described as a perfect fluid. The metric

describing the space-time of the Universe is the Friedmann-Lemaı̂tre-Robertson-Walker metric

defined as:

ds2 = c2dt2 − a2

[
dx2

1−Kx2
+ x2(dθ2 + sin2 θdφ2)

]
, (2.6)
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where x, θ and φ are the comoving spherical coordinates. The curvature parameter K takes only

three values +1, 0 and −1. The different allowed values of K describe the different possible

space-time geometries.

• when K = +1, the space-time geometry is a sphere, which represents a Closed Universe

• when K = 0, the space-time geometry is Euclidean, which represents a Flat Universe

• when K = −1, the space-time geometry is a hyperboloid, which represents an Open

Universe

The Hubble parameter H(t) is defined in cosmology as:

H(t) =
ȧ(t)

a(t)
, (2.7)

where ȧ(t) denotes the time derivative of a(t) and H(t0) = H0.

The general solutions to the Einstein’s equations describing the expansion of the Universe

are given by Friedmann equations (Smeenk & Ellis, 2017) and can be expressed in terms of the

expansion coefficient a:

ȧ2 =
8πGρ

3
a2 −Kc2 (2.8)

and

ä = −4πG

3

(
ρ+

3p

c2

)
a, (2.9)

where G is the gravitational constant, ρ and p are the energy density and the pressure of the fluid

respectively, K is the curvature parameter and c is the speed of light. By introducing a critical

density of the Universe defined ρc as:

ρc(t) =
3H2(t)

8πG
. (2.10)

and a density parameter

Ω(t) =
ρ(t)

ρc(t)
. (2.11)

Friedmann’s equations can be written as:

H2(1− Ω)a2 = −Kc2. (2.12)

The perfect fluid is made up of three main components.
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• Matter. This is a non-relativistic fluid made of baryonic matter and non-baryonic dark

matter. The pressure exerted by matter is nearly negligible p ≈ 0 and its density ρm

evolves as:

ρm = ρ0,m (1 + z)3, (2.13)

where ρ0,m is the matter density at present time.

• Radiation. This relativistic fluid made of non-degenerate particles, such as photons or

neutrinos, with a pressure given by:

pγ =
1

3
ργc

2; (2.14)

where ργ is the radiation density.

• Dark Energy. This is an exotic fluid associated with a cosmological constant Λ, which has

a pressure given by:

pΛ = −ρΛc
2. (2.15)

The negative pressure means that it can produce an accelerated expansion of the Universe

since ä > 0 (see equation 2.9).

2.1.3 Comoving distance in a flat Universe

Let us assume that the origin of the observer coordinate system is oriented in such a way that the

path length between the two points is both constant in θ and φ direction. The measured distance

is then given by:

r(t) =

∫ x

0

a
dx′

(1−Kx′2)1/2
= af(x), (2.16)

where values of the function f(x) depend upon the geometry of space-time:

f(x) =

{ sin−1 x, for K = +1

x, for K = 0

sinh−1 x, for K = −1

. (2.17)
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Using equation 2.4, the comoving distance is therefore given by:

x =
r(t)

a
= f(x). (2.18)

Now if we consider a photon emitted by a comoving source at a time t observed by an observer

placed at the origin of the coordinate system. The photon travels along space-time paths satisfy-

ing the condition ds2 = 0, known as light-like paths. Using this condition and equation 2.6 the

comoving distance travelled by the photon in a flat Universe (K = 0), is given by:

x =

∫ tobs

t

cdt′

a
. (2.19)

Using equation 2.5 and 2.7 , it can be shown that the comoving distance as a function redshift z

is given by:

x = c

∫ z

zobs

dz′

H(z′)
, (2.20)

where

H(z) = H0

√
Ωγ(1 + z)4 + Ωm(1 + z)3 + ΩK(1 + z)2 + ΩΛ, (2.21)

where Ωγ,Ωm,ΩK and ΩΛ are the total radiation energy density, the total matter density, the dark

energy density the curvature of the universe respectively. Densities are defined as:

Ωi =
ρi
ρc
, (2.22)

where i = γ,m,Λ and are such that:

Ω0 = Ωγ + Ωm + ΩΛ, (2.23)

with the curvature of the universe ΩK is given by:

ΩK = 1− Ω0. (2.24)

The most recent values of these parameters are tabulated in Table 2.1. The right-hand side of

equation 2.12 is a constant, and thus we can evaluate the left-hand side at any epoch. Evaluating

the left-hand side at the present time t0 sets the value of the constant K to:

K =
H2

0 (1− Ω0)a2
0

c2
=
H2

0 (1− Ω0)

c2
, (2.25)
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where Ω0 = Ω(t)

From the measured values, it can be concluded the geometry of the Universe is flat as ΩK ≈ 0

,i.e K = 0 (see equation 2.25). The Lambda Cold Dark Matter (ΛCDM)) is the widely accepted

cosmological model, where the Universe is geometrically flat, and the dark energy component is

associated with cosmological constant Λ and dark matter formation is dominated by Cold Dark

Matter (CDM) component (discussed in Sect 2.3).

Ωγ · 105 Ωm ΩK ΩΛ

9.3± 0.2 0.315 ± 0.007 -0.009±0.006 0.685±0.007

Table 2.1: Density parameters from Planck Collaboration et al. (2018) for the ΛCDM model.

All values are given at a confidence level of 68 %, except for ΩK , which is calculated at 95 %

confidence level.

2.2 Thermal history of the early Universe

The Universe is said to have originated from the Big Bang after Planck time tp ≈ 10−43 s. Prior

to Planck time, the Universe is very dense, and as a consequence, quantum and gravitational

effects are manifest and therefore a sufficient study of the Universe before Planck time requires a

theory that combines Quantum Mechanics and General Relativity, and as of yet, we do not have

a solid quantum-gravity theory. However, near the Planck time at a temperature of about 1032 K,

the Friedmann equations are valid (Bennett, 2007). At this temperature, all four interactions;

gravitational force, electromagnetic force, weak and strong nuclear force are combined as one

”super force” according to the Grand Unified Theory (GUT) (Buras et al., 1978). Eventually,

the temperature drops below 1032 K, this allowed the gravitational force to separate from the

other forces, and the Universe reaches a temperature of about 1029 K, 10−38 s after the Big Bang.

This is followed by the separation of the electroweak (electromagnetic and weak nuclear force)

and strong nuclear force, and this separation releases an enormous amount of energy in a span

10−36 s, causing a sudden acceleration, known as inflation, the Universe expanded by a factor
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of ≈ 1060 (Linde, 2007). Approximately 10−10 s after the Big Bang, the electromagnetic force

separates from the weak nuclear force and elementary particles, such as photons, gluons and

quarks, are formed.

At 10−5 s, the temperature of the Universe reaches 1012 K, allowing the formation of hadrons.

Proton and Neutrons begin to fuse, forming heavier nuclei, initiating primordial nucleosynthesis

(Fuller et al., 1988). Fusion ceases at approximately 300 s after the Big Bang, at temperature

of 109 K. Baryonic matter in the Universe at this time was made up of 75% protons, and the

rest was helium nuclei and electrons with traces of lithium and deuterium. Electrons constantly

scatter photons via Thompson scattering. The strong interaction between baryons and radiation

prevents the formation of neutral atoms until the Universe is 380 000 years old, at a temperature

of about 3000 K, marking the beginning of recombination at zrec ≈ 1100 (Kamionkowski, 2007;

Bennett, 2007). During recombination, electrons bind to protons forming neutral hydrogen atoms

(Peebles, 1968; Zeldovich, 1972). As a result, matter and radiation decouple and thus photons

are finally able to propagate, making the Universe transparent. This relic radiation is seen today

as the Cosmic Microwave Background (CMB) with a temperature today of T0,γ ≈ 2.73 K. The

CMB temperature changes as a function redshift as:

Tγ(z) = T0,γ(1 + z), (2.26)

whilst the gas constituted by the newly formed neutral atoms starts to cool faster than the CMB

such that the kinetic temperature Tk evolves as:

Tk ∝ (1 + z)2. (2.27)

The gas thermally decouples from CMB at zdec ≈ 200.

2.3 Formation of cosmic structures

The accepted model of structure formation is based on the collapse of baryonic matter within

dark matter halos. Dark matter halos are generated from the growth of small perturbations in the

primordial matter density distribution of the Universe. Dark matter does not absorb, scatter or
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emit electromagnetic radiation. This means we can probe its existence only through gravitational

effects. The first evidence of dark matter was inferred by Zwicky (1933) through dynamical

studies of the Coma galaxy cluster. Since then, evidence of the presence of dark matter has been

supported by studies of velocity dispersions in elliptical galaxies (Loewenstein & White, 1998),

rotation curves (Fuchs, 2001) and gravitational lensing (Li et al., 2016).

Currently accepted models distinguish between Hot Dark Matter (HDM) and Cold Dark

Matter (CDM) depending on the thermal speed of particles at the decoupling time. In the early

Universe, all particles were coupled to the radiation fluid and hence were relativistic. The time

at which a particle of mass m becomes non-relativistic is given by the equilibrium condition

between thermal and rest energy:

kBTγ = mc2 (2.28)

where kB is Boltzmann’s constant. Hence, more massive particles become non-relativistic before

less massive ones, since Tγ scales down with redshift. This is the case for CDM. Contrary to

HDM, where low mass particles, such as relativistic neutrinos form first at the decoupling time.

CDM model, rather than the HDM has been observed as being the driving mechanism for dark

matter formation in the Universe (Wang et al., 2016), i.e. massive dark matter particles form

first. Lastly, the decoupling between radiation and a given particle is determined by the collusion

time scale. For dark matter particles, the interaction with photons is very small, resulting in a

high collision timescale, and thus dark matter decoupling occurs well before baryonic matter and

radiation decoupling, i.e. at z >> zdec (Planck Collaboration et al., 2018).

2.4 Statistical description of cosmic structures

Density fluctuations of matter in the Universe can be described by the over-density field. The

over-density field is defined as:

δ(x) =
ρ(x)− 〈ρ(x)〉
〈ρ(x)〉

, (2.29)

where 〈〉 indicates a volume average. The over-density field δ(x) is the deviation of the density

field ρ(x) from the average 〈ρ(x)〉 (also referred to as the mean background density) at some
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position x. Positive values of ρ(x) describe regions that are over-dense and negative values

describe are regions that are under-dense.

Perturbations in the Universe are initially small, i.e. |δ| << 1, and they evolve in the linear

regime. If we consider an over-dense region, i.e. where δ > 0; now because of its self-gravity,

the over-dense region will expand slower than the expansion of the Universe and hence the over-

density will increase with time. Eventually, the over-density reaches δ ≈ 1, at this point, the

evolution of δ can no longer be described analytically; it enters the non-linear regime. The over-

dense region starts to collapse as a consequence of gravity and becomes a varialised system, a

bound structure known as a dark matter halo. These halos form before baryon and radiation

decoupling zdec. This means that at zdec, the baryon density perturbations follow up on dark

matter perturbations, and after a certain time, they grow together.

2.4.1 Correlation function and the power spectrum

The correlation function of the density field ξ(x), at a point x, is a volume average product of

the density fluctuations at two different points separated by a distance x:

ξ(x) = 〈δ(r)δ(r + x)〉. (2.30)

where x = |x| and the average is done over r. The correlation function in this sense is a two-

point auto-correlation function that describes the excess probability of finding two over-dense

regions separated by distance x, relative to a uniform probability distribution. The over-density

function can be described in frequency space by taking a Fourier transform:

δ(x) =
1

(2π)3

∫
δ̃(k)eikxd3k, (2.31)

where k is Fourier conjugate of x and δ̃(k) is the density perturbation function given by:

δ̃(k) =

∫
δ(x)e−ikxd3x. (2.32)

The power spectrum of over-density field is defined as:

P (k)δD(k + k′)(2π)3 = 〈δ̃(k)δ̃(k′)〉, (2.33)
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where k = |k| and δD is the Dirac delta function.

Substituting δ(r) and δ(r + x) in equation 2.30 yields:

ξ(x) =

〈
1

(2π)3

∫
δ̃(k)eikrd3k

1

(2π)3

∫
δ̃(k′)eik

′(r+x)d3k′
〉
, (2.34)

and with simplification

ξ(x) =
1

(2π)6

∫
d3k

∫
〈δ̃(k)δ̃(k′)〉eik(r+x)+ik′r)d3k′, (2.35)

if k = −k′, this simplifies to

ξ(x) =
1

(2π)6

∫
〈δ̃(k)δ̃(k′)〉eikxd3k. (2.36)

Therefore the power spectrum is related to the correlation function by a Fourier transform:

ξ(x) =
1

(2π)3

∫
P (k)eikxd3k. (2.37)

Hence, large scale fluctuations of the over-density field have their power at low spatial frequen-

cies and small scales at high frequencies.

2.5 The 21 cm emission from the EoR

The hydrogen hyperfine transition spectral line, with a rest frame frequency of 1420 MHz (21 cm)

promises to be a very useful probe for studying the evolution of the IGM during EoR (Furlanetto,

2006; Mesinger et al., 2011). The evolution of the IGM can be marked by three distinct phases.

The first phase, called the Dark Ages, is the period of time between the thermal decoupling of

the gas from CMB at zdec = 200 and the formation of the first stars.

The second phase, known as the Cosmic Dawn, begins with the formation of the first stars

and galaxies at z ≈ 20 − 30. Radiation from first stars and galaxies initially heated the IGM.

However, as the star formation process continued, the radiation began to ionise the IGM, this

marked the beginning of the third phase, Epoch of Reionisation (EoR).
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Figure 2.1: Illustration of the hyperfine transition in the Hydrogen atom giving rise to the 21 cm

line. Credit: The Origins of Radio Astronomy

2.5.1 Cosmology with the 21 cm signal

The Hydrogen hyperfine transition occurs when an electron aligns its intrinsic spin to a proton

spin, and this configuration state denoted as 11S1/2, has higher energy than the state when the

spins are anti-parallel 10S1/2 (Storey et al., 1994). The hyperfine transition is a strongly forbidden

transition, it has a very weak Einstein A coefficient, and this means it has a very long lifetime in

the excited state, of order 1× 107 years (Furlanetto, 2006). Figure 2.1 and 2.2 show a schematic

representation of the hyperfine transition and the relevant quantum energy states, respectively.

The radiative transfer equation that describes how radiation passes through a cloud of neutral

hydrogen with a uniform excitation (spin) temperature Ts. In the Raleigh-Jeans limit (discussed

in Sect 3.1), the emergent brightness temperature at frequency ν is given by:

Tb = Ts (1− eτν ) + Tγ e
−τν , (2.38)

where τν is the cloud optical depth, and Tγ is the brightness temperature of the background

radiation (CMB) incident on the cloud. The first term of equation 2.38 describes the 21 cm

emission that is emitted and re-absorbed by the gas and the second term is the absorption of the

background radiation.
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Figure 2.2: Hyperfine splitting of the 1 S and 2 P levels of the neutral Hydrogen atom. Solid

lines represent transitions relevant for the Wouthuysen-Field effect, since they mix the popula-

tion of the ground state Hyperfine levels, while the dashed lines represent forbidden transitions

(Furlanetto, 2006).

The spin temperature quantifies the relative number densities of atoms n1 in the hyperfine

level with respect to the ground state:

n1

n0

= 3 e−E10/kBTs , (2.39)

where E10 is the energy split between the two energy levels. In most astrophysical applications,

the exponent is very close to zero, i.e. three atoms are expected to be in the hyperfine level for

each atom in the fundamental level (Furlanetto, 2006).

The brightness temperature of the 21 cm emission line relative to the CMB is given by

(Furlanetto, 2006):

δTb = Tb − Tγ = 9xH1(1 + δ)(1 + z)
1
2

[
1− Tγ(z)

Ts

][
H(z)/(1 + z)

dv||/dr||

]
mK, (2.40)

where δ is the baryon over-density, xH1 the Hydrogen neutral fraction, H(z) is the Hubble pa-

rameter at redshift z, dv||/dr|| is the gradient of the proper velocity along the line of site between

the observer and the patch of IGM.
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From equation 2.40, we can see that when Ts � Tγ , δTb is positive, i.e δTb > 0, whereas is

negative when Ts � Tγ . Therefore, how the 21 cm transition is observed relies upon the spin

temperature, which dictates whether the 21 cm signal will appear in emission, absorption, or not

at all (if Tγ = Ts). Figure 2.3 shows the theoretical evolution of the 21 cm signal.

Figure 2.3: Evolution of the 21 cm signal. The top panel shows the evolution of the bright-

ness temperature contrast δTb with redshift z. The middle panel shows the corresponding sky-

averaged signal (i.e. global signal, solid line). The dotted line denotes global signal δTb = 0

(see equation 2.42) . The bottom panel shows the evolution of the power spectrum amplitude at

k = 0.1 h Mpc−1 (solid line) and k = 0.5 h Mpc−1 (dotted line) (from Mesinger et al., 2016).

The spin temperature is set by three competing mechanisms:

• Absorption of CMB photons by neutral Hydrogen atoms, setting the spin temperature to

CMB temperature (Ts → Tγ);

• Collisions between neutral Hydrogen atoms set the spin temperature to the gas temperature

(Ts → Tk).
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• Lastly, the resonant scatter of UV photons by neutral Hydrogen atoms or Wouthuysen-

Field (WF, Wouthuysen, 1952) effect. Figure 2.2 shows the WF effect, this phenomenon

occurs when a Lyα photon is absorbed by a neutral Hydrogen atom in the ground state 1S,

the electron can jump to either of the 2P states, following the quantum selection rules. At

this point, the electron can decay from the 2P state to the fundamental triplet 11S1/2 rather

than the singlet 10S1/2, allowing for a 21 cm photon to be emitted.

Figure 2.4 shows a fiducial model by Mesinger et al. (2011), showing the evolution of the spin

temperature. Before the formation of the first luminous sources, neutral Hydrogen atoms absorb

and re-emit CMB photons setting the spin temperature to the CMB temperature (Ts → Tγ). At

z ≈ 200, baryons and the CMB decouple, and the gas temperature starts to cool down faster

than CMB, while collisions couple the spin temperature to the gas temperature. At z ≈ 35, the

Universe has expanded sufficiently such that collisions are no longer efficient at coupling the

spin temperature to the gas temperature.

When first stars form at z ≈ 30, they emit background radiation of UV photons that drives

the spin temperature to the gas temperature thanks to the WF effect. From this moment onward,

the WF effect is the main coupling mechanism, and the spin temperature is coupled to the gas

temperature. Eventually, star formation proceeds and X-ray sources form and begin to heat the

gas well above the CMB temperature z ≈ 21, Ts >> Tγ . This transition is referred to as the spin

temperature saturation, as the evolution of the 21 cm brightness contrast essentially no longer

depends upon the spin temperature Ts (see equation 2.40).

2.5.2 Spatial fluctuations of the 21 cm signal

The spatial fluctuation of the 21 cm signal can be characterised by its power spectrum P (k) (e.g.,

Furlanetto, 2006) . A quantity analogous to the over-density field δ, the factional brightness

temperature contrast is defined as:

δ21(x) =
δTb(x)− δTb

δTb
, (2.41)
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Figure 2.4: Fiducial evolution of the spin temperature Ts (red solid line), gas Tk (green dashed

line) and CMB Tγ (blue dotted line) temperature, respectively (from Mesinger et al., 2011).

where

δTb =

∫
δTb(x)dΩ∫

dΩ
, (2.42)

is the volume averaged brightness temperature contrast i.e. global signal. The 21 cm power

spectrum is therefore given by:

P (k)δD(k + k′)(2π)3 = 〈δ̃12(k)δ̃12(k′)〉, (2.43)

where δ̃12(k) is the Fourier transform of δ21(x). The 21 cm power spectrum normally has units

of mK2(h−1Mpc)3, however, a dimensionless power spectrum is of often used in literature:

42
21 =

k3

2π2
P21(k). (2.44)

Figure 2.5 shows the power spectrum of the 21 cm signal, for various redshifts that mark signifi-

cant stages of the IGM evolution.

At z ∼ 30, the first luminous sources form, and their UV radiation begins to couple the

spin temperature to the gas temperature, at this time the gas is colder than the CMB. Brightness
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temperature fluctuations are driven here by fluctuations in Lyα radiation field (Furlanetto, 2006).

At z ∼ 21, star formation proceeds and the first X-ray sources form, radiating X-rays which

begin to heat the surrounding environment, while most of the IGM remains cold. Brightness

temperature fluctuations are driven here by the gas temperature fluctuations (Furlanetto, 2006).

At z ∼ 18 X-ray heating has heated the gas well above the CMB, Ts >> Tγ , almost every-

where in the IGM, saturating the spin temperature. The power spectrum is fainter here as the

main source of fluctuations are large scale density fluctuations (Barkana & Loeb, 2007). Lastly,

at z ∼ 10, localised regions around the bright sources are ionised, and the averaged neutral frac-

tion has dropped to ∼ 50%. Fluctuations are essentially driven by the fluctuations in the neutral

fraction xH1 (Furlanetto, 2006).

2.6 Current status of observations

There are two main 21 cm observables, its spatial fluctuations or its sky-averaged (global) sig-

nal. Interferometric arrays are used to detect spatial fluctuations, whereas single dipole antennas

probe the global signal.

Progress has been made in measuring spatial fluctuations of the 21 cm signal, the Giant

Meterwave Radio Telescope (GMRT) was the first instrument to provide an upper limit of the

21 cm power spectrum during the EoR (Paciga et al., 2011, 2013). The Precision Array for

Probing the Epoch of Reionisation (Parsons et al., 2010), followed and provided several upper

limits (Parsons et al., 2014; Ali et al., 2015; Kolopanis et al., 2019). The Murchison Widefield

Array (MWA) also provided the best upper limits at z = 7 (Barry et al., 2019) and z = 6.5 (Trott

et al., 2020). The LOw-Frequency ARay (LOFAR) probed the Cosmic dawn at high redshift

(20 < z < 25) (Gehlot et al., 2019) and also the provided best power spectrum upper limits in

the 8 < z < 10.5 range (Patil et al., 2017; Mertens et al., 2020). Results are all shown in Fig 2.6

and compared to a power spectrum of a fiducial, theoretical 21 cm model (Mesinger et al., 2011).

Progress has also been made in global signal experiments. The Shaped Antenna measurement

of background RAdio Spectrum (SARAS) constrained the duration of the EoR to 6 < z < 10
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(Singh et al., 2017, 2018). SARAS observations also disfavored a class of models with weak

X-ray heating and rapid reionisation.

Bowman et al. (2018) were the first to report the detection of a 21 cm absorption profile

centred at 78 MHz (z ≈ 18), with a width at half-maximum of approximately 19 MHz and an

amplitude of about 500 mK. The result is very controversial as the amplitude is a factor two

larger than the brightest models (e.g., Cohen et al., 2017). Various scenarios have been explored

to account for this discrepancy. Fialkov & Barkana (2019) argued that the observed absorption

profile could be explained if the baryon-photon decoupling occurs at a greater redshift or by the

presence of excess radiation (Fialkov & Barkana, 2019). Natwariya & Bhatt (2020) argued that

the α-effect (Brandenburg & Subramanian, 2007) which is caused by gas turbulence, twisting

and enhancing magnetic field lines at the cost of gas energy, can lower of the gas temperature to

3.2 K at z ≈ 17.

Several authors have, instead, questioned the results themselves. Singh & Subrahmanyan

(2019) used a different data analysis method and found results that are consistent with the stan-

dard theoretical model. Hills et al. (2018) performed an analysis of EDGES result and found

nonphysical parameters for the foreground model. They also pointed out that the Bowman et al.

(2018) solution is not unique, as they were able to find alternative, simpler formulations of the

signal that were different in shape. They also pointed out that Bowman et al. (2018) solution is

not unique, as they were able to find other simple formulations of the signal that were different in

shape. Competing experiments like the Large Aperture to Detect the Dark Ages (Bernardi et al.,

2015; Price et al., 2018) and Probing radio Intensity at high-Z from Marion (Philip et al., 2019)

will need to confirm their findings.

2.7 The Hydrogen Epoch of Reionization Array

The Hydrogen Epoch of Reionisation Array (HERA) is an instrument designed to measure the

21 cm signal in the 6 < z < 30 range (DeBoer et al., 2017). It is currently under construction

in the Karoo radio-quiet area in South Africa. At the time of writing, it consists of 144, 14 m-

diameter parabolic dishes (Fig 2.7), reaching 350 dishes out to ∼ 1 km when fully built. The
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HERA layout is a split-core hexagonal grid with the smallest spacing between two antennas

being 14.6 m (DeBoer et al., 2017) in order to achieve a maximally redundant configuration.

Two baselines are defined as redundant if they have the same orientation and length.

Redundant arrays have poor imaging performances but maximum sensitivity on a certain

number of k modes and are, therefore, a promising strategy to detect the 21 cm signal (Parsons

et al., 2012). Redundancy also offers a diagnostic to investigate the instrumental response/performances

(Carilli et al., 2018).
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Figure 2.5: Left panels: slices from 21 cm simulation at redshifts z = 30.1, 21.2, 17.9 and

10.0 (top to bottom). Boxes are 1 Gpc wide and 3.3 Mpc deep. Right panels: corresponding

dimensionless power spectra (see equation 2.44; from Mesinger et al., 2011).
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Figure 2.6: Current upper limits on the EoR power spectrum for values in the 0.1 < k < 1 Mpc−1

range. The dashed line is a simulated fiducial model (from Liu & Shaw, 2020).
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Figure 2.7: HERA array composed of 14 m parabolic transit dish antennas. credit: South African

Radio Astronomy Observatory (SARAO).



CHAPTER 3

Observations of the EoR with Closure Phase Quantities

3.1 Review of Radio Interferometry and Calibration

We start the discussion by first reviewing the basic concepts of radio astronomy following Thomp-

son et al. (2008). A radio interferometer is an ensemble of two or more radio antennas, whose

signals are combined to form an interference pattern. A radio antenna is a device designed to

detect electromagnetic waves at radio frequencies. An ideal antenna measures a quantity known

as the flux density of a radio source. The flux density of a radio source is defined to be:

Sν =

∫
Ω

cos θ Iν(Ω
′) dΩ′, (3.1)

where Ω is the solid angle subtended by the source, and θ is the angle between the source centre

and the element of solid angle dΩ. Iν is the source brightness at a frequency ν, i.e. the intensity

per solid angle, unit time and frequency, measured in [Hz−1 s−1 sr−1].

The source brightness is associated with the brightness temperature Tν , which is defined to

be the temperature of a black-body with an intensityBν such thatBν = Iν . Planck’s law of black

25
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body radiation states that:

Bν(ν, Tν) =
2hν3

c2

1

e
hν

kBTν − 1
, (3.2)

where kB is Boltzmann’s constant. To first order approximation, Bν at low frequencies (radio

waves) where hν << kBTν i.e. the Raleigh-Jeans limit is:

Bν(ν, Tν) =
2ν2kBTν

c2
. (3.3)

3.1.1 Van Cittert-Zernike Theorem

The simplest radio interferometer is the two-element interferometer where signals measured from

a pair of antennas (p, q) are cross-multiplied and averaged in time. This operation is known as

correlation and leads to the fundamental quantity measured in radio interferometry, the visibility

function Vpq. The Van Cittert-Zernike theorem states that the correlation of signals from the (p, q)

pair is related to the sky brightness I(l,m, ν) by a Fourier transform:

Vpq(u, v, ν) =

∫ ∫
I(l,m, ν) e2πi(ul+vm) dl dm, (3.4)

where (u, v) are the components (normally expressed in wavelength units) of the baseline vector

b that connects antenna p to antenna q. The coordinates (l,m) are cosine coordinates, typically

centred on the observed source. A schematic representation of a two element interferometer is

shown in Fig 3.1.

The sky brightness can in principle be obtained from the visibility function V (u, v) by taking

the Fourier transform. An interferometer has a finite number of antennas and thus only samples

the visibility function at specific (u, v) points. The sampling function S(u, v) depends on the

array layout, the observing frequency and time. Equation 3.4 can be inverted to obtain the so-

called dirty image ID:

ID(l,m, ν) =

∫
V (u, v, ν)S(u, v) e−2πi(ul+vm) du dv = I(l,m, ν) ∗ S̃(l,m), (3.5)

where ∗ is the convolution operator and S̃ is the Fourier transform of the sampling function, also

known as the Point Spread Function (PSF). The interferometer has an angular resolution that
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Figure 3.1: Schematic representation of an two-element interferometer observation (from Bruyn,

2008).

corresponds approximately to the longest baseline |bmax|:

θres ≈
λ

|bmax|
, (3.6)

where λ is the wavelength corresponding to the frequency ν.

3.1.2 The Radio Interferometry Measurement Equation (RIME)

In ideal conditions and with ideal antennas, the sky brightness is related to the measured visi-

bilities by a Fourier transform (equation 3.4). However, real antennas are not perfect, and the

electromagnetic radiation from a radio source passes through the atmosphere/ionosphere before

reaching the antenna. The signal is thus corrupted. The Radio Interferometry Measurement
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Equation (RIME) describes the various propagation effects that corrupt the signal.

Let us consider two antennas p, q that measure voltages vp = Jpep and vq = Jqeq sourced by

a point on sky propagating along two orthogonal polarisations (x, y). Visibilities from the two

antennas can be cast in a 2× 2 matrix Vpq:

Vpq = 2

〈vpx
vpy

 [
v∗qx v∗qy

]〉
, (3.7)

where 〈〉 indicates a time average. The basic form of the RIME is given by (Smirnov, 2011):

Vpq(t, ν) = 2Jp 〈epeHq 〉JHq , (3.8)

where Jp and Jq are the 2×2 Jones matrices describing propagation effects along the signal path

to antenna p and q respectively, (ep, eq) are the incident electric field vectors on antennas p and

q and H is the Hermitian operator. The term 〈epeHq 〉 is often refereed to as the source brightness

matrix B:

B = 2

〈exe∗x〉 〈exe∗y〉
〈eye∗x〉 〈eye∗y〉

 =

 I +Q U + iV

U − iV I −Q

, (3.9)

where (I,Q, U, V ) are the Stokes parameters. The RIME can therefore be written as:

Vpq = JpBJ
H
q . (3.10)

Jones matrices are classified in two types: direction independent, when they are only function of

time and frequency, i.e. J(t, ν), and direction dependent, when they also depend upon position

in the sky , i.e. J(t, ν, l,m). Direction independent effects are antenna based corruptions that

can still vary with time and frequency, but remain constant across the field of view. Direction

dependent effects vary, instead, also along different lines of sight.

For an extended region of the sky, the RIME can be written as (Smirnov, 2011):

Vpq(t, ν) = Jp(t, ν)

(∫ ∫
Jp(t, ν, l,m)B(l,m)JHq (t, ν, l,m) dl dm

)
JHq (t, ν). (3.11)

3.1.3 Direction Independent Effects

In this section we will describe some direction independent effects. The ideal frequency response

of the instrument would be unity within the observing band and zero outside. However, in reality
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the system response always shows deviations from this behaviour. These effects can be described

by a bandpass Jones matrixB given by:

B(ν) =

bx(ν) 0

0 by(ν)

. (3.12)

To a first approximation, the bandpass is fairly stable with time and therefore a function of

frequency only.

Another typical direction independent corruption is related to the receiver gain that is needed

to amplify the sky signals and its time deviation from the ideal response. This effect can be

modelled by a Jones matrixG:

G(t) =

gx(t) 0

0 gy(t)

. (3.13)

3.1.4 Direction Dependent Effects

Examples of direction dependent effects are the antenna primary beam and ionospheric distor-

tions. The ionospheric direction dependent effect is very significant at low frequencies and is

caused by the differential delay that the signal experiences in reaching each antenna, due to

the different Total Electron Content (TEC) along the lines of sight. Ionospheric effects can be

expressed by a scalar Jones term Zp:

Zp(l,m, ν, t) = eiΘp(l,m,ν,t), (3.14)

where Θp(l,m, ν, t) ∼ T (l,m, t) ν−1 and T is the TEC along the line-of-sight. The TEC deter-

mines the degree of refraction (Intema et al., 2009). Phase delays can reach values up to 104 rad

at lower frequencies, with variations on short timescales, making it a severe direction dependent

effect (Lonsdale, 2005). The ionosphere also introduces excess path length that ranges between

a maximum of 350 m during the night to a maximum 3500 m during the day, with a frequency

dependence of ν−2 (Thompson et al., 2008). Four different regimes characterize the type of iono-

spheric distortions. The four regimes depend upon three quantities; the array size A, scale size

of the ionospheric phase fluctuations S and the field of view V (Lonsdale, 2005).
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In isoplanatic conditions where the field of view is small (V << S), the ionospheric phase

delay per antenna does not vary with the line of sight (Intema et al., 2009). Phase delays are

effectively constant across the field of view resulting in a mere direction independent effect

that can be absorbed into antenna based gains during calibration (Smirnov, 2011). This is both

valid for compact (A < S) and large arrays (A > S) and these regimes are labelled 1 and 2

respectively.

Under anisoplanatic conditions (V > S), the ionospheric delays vary over the field of view.

For compact arrays, the phase delays are varying linearly across the array, with a gradient that

varies with pointing direction. As a result, the apparent position of sources changes with time

and pointing direction (regime 3). However, if the array size is large, sources in the field of view

can appear structurally deformed (regime 4), i.e. appear in a different shape. In both cases a

single-phase correction per antenna is no longer sufficient, i.e. the ionospheric effect is direction

dependent.

In this study, we are, however, particularly interested in the direction dependent Jones matri-

ces E that describes the antenna primary beam response. An antenna is not an isotropic receiver

but has a degree of directivity, i.e. its sensitivity varies across the sky. The unpolarized primary

beam response is described by a diagonal Jones matrix (Smirnov, 2011):

E(l,m, t, ν) =

ex(l,m, t, ν) 0

0 ey(l,m, t, ν)

, (3.15)

indicating its dependence upon looking direction, frequency and time - the latter normally due to

the rotation of the sky with respect to the feed orientation.

Although antennas are designed to be identical to each other as far as possible, they are never

so in practice. This difference can be expressed with a RIME of the form:

Vpq(t, ν) =

∫ ∫
Ep(t, ν, l,m)B(l,m)EH

q (t, ν, l,m) dl dm, (3.16)

where the primary beams of the two antennas are different, i.e. Ep 6= Eq. If the sky is composed

of only a certain number of point sources Ns, equation 3.16 becomes:

Vpq(t, ν) =
Ns∑
s=1

Es,p(t, ν)Ks,pBsKs,qEs,q(t, ν)H =
Ns∑
s=1

Es,pXs,pqE
H
s,p, (3.17)
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whereK is the geometric delay Jones matrix (Smirnov, 2011):

Kp =

e−2πiφp 0

0 e−2πφp

, (3.18)

where φp is the phase delay of antenna p. The geometric delay term captures the delays associated

with signal arrival time to the different antennas in the array. We define the source coherency

matrix as:

Xs,pq = Ks,pBsKs,q. (3.19)

Equation 3.17 will be used in this thesis work to simulate the impact of different primary beams

on a foreground sky model.

3.1.5 Calibration

Calibration is the process of solving for the various Jones terms, given a brightness source model.

Calibration has often been divided into three levels: first, second and third generation calibra-

tion. The first and second generation calibration solves for direction independent gains, that is

essentially always possible as the system of equations is over-determined, given N unknowns

and N(N − 1)/2 visibility measurements. Third generation calibration solves for direction de-

pendent gains (Smirnov, 2011).

First generation calibration requires the observation of an unresolved source with a known

spectrum. Observations of calibration sources are normally interspersed with observations of

the target field. This is done so that calibration observations track changes in the system such

as antenna gains. Gain solutions from the calibrator source are interpolated and applied to the

target field to obtain corrected visibilities Vc
pq(t, ν):

Vc
pq(t, ν) = J−1

p (t, ν)Vm
pq(t, ν) (JHq )−1(t, ν), (3.20)

where Vm
pq(t, ν) are the measured visibilities and J−1

p ,J−1
q are inverse Jones matrices of antennas

p and q, with Jp = Bp(ν)Gp(t), typically.
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After performing first generation calibration, an image of the target field is made. The image

- and therefore the calibration - quality is often measured by the dynamic range DR:

DR =
Ip
σI
, (3.21)

where Ip is the image peak and σI is the image rms noise. A better dynamic range is often

a consequence of an improved calibration, for example, second generation calibration or self-

calibration (Smirnov, 2011; Zhao et al., 2019). Self-calibration is an iterative process that begins

with finding an initial sky model that is then used to solve for time-variable antenna gains. Re-

calibrated visibilities are then imaged and deconvolved to improve the sky model. The process

is repeated until a target dynamic range is reached or if further improvement of the image is not

possible.

The last step in the calibration process is to perform third generation calibration, where the

self-calibrated image is corrected for direction dependent effects. The process of correcting for

the various direction dependent effects is at the frontier of modern interferometric calibration

and we defer the reader to Smirnov (2011) for a more detailed description.

3.2 Power spectrum of the 21 cm signal from inteferometric

observations

Fluctuations of the 21 cm brightness temperature T (x) can be measured by its power spectrum

P (k) (Furlanetto, 2006):

〈T̃ (k)T̃ (k′)∗〉 = (2π)3 δD(k − k′)P (k), (3.22)

where T̃ (k) is the Fourier transform of the 21 cm brightness temperature T (k) ∗ indicates the

complex conjugate, 〈〉 the ensemble average and δD the Dirac operator.

An interferometer already performs a two dimensional Fourier transform of the brightness

temperature T (x) (see equation 3.3 and 3.4):

V (u, v) =
2kB
λ2

∫ ∫
Tν(l,m) e2πi(ul+vm) dl dm. (3.23)
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The three dimensional power spectrum can be obtained by Fourier transforming the visibilities

along the frequency axis at a given redshift. The frequency axis is directly related to distances

along the pointing direction or line of sight (see equation 2.20). The Fourier transform of the

visibility along its frequency axis is known as the delay transform (Parsons et al., 2012):

Ṽpq(τ) =

∫
Vpq(ν)W (ν) e−2πiντ dν, (3.24)

where τ is the Fourier conjugate variable of ν, W (ν) is spectral weighting function and

Vpq =

∫ ∫
Ep(l,m, ν)E∗q (l,m, ν) I(l,m, ν) e−2πi(upql+vpqm) dl dm. (3.25)

Figure 3.2 illustrates the delay spectrum from a single baseline for two flat-spectrum sources. The

two sources have different geometric delays τg, this being a result of their relative positions to the

baseline. As both sources are flat-spectrum, their delay spectra are peaked at the corresponding

τg, i.e. they are a delta-like function centred at source delays δ(τ−τg) convolved with the primary

beam E(ν) and the window function W (ν).

If we consider a narrow field of view, such that l ≈ θx and m ≈ θy, the quantities (θx, θy, ν)

can be directly related to cosmological distance x = (x⊥, x||ẑ), where x⊥ and x||ẑ are the

comoving position vectors perpendicular and parallel to the line of sight, respectively (Parsons

et al., 2012). The comoving distance between the present time zobs = 0 and the redshift z is

given by equation 2.20 as:

x(z) = c

∫ z

0

dz′

H(z′)
. (3.26)

The radial comoving distance corresponding to a redshift interval ∆z centred at a particular

epoch of redshift z can therefore be expressed as:

∆x||(z) =
c∆z

H0E(z)
=
cBeff(1 + z)2

ν21H0E(z)
, (3.27)

where ν21 = 1402 MHz is the frequency of the 21 cm hyperfine transition, and ∆z is the change

in redshift corresponding to the frequency bandwith Beff :

Beff =

∫ ν2

ν1

W (ν) dν. (3.28)
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Figure 3.2: Cartoon representation of the delay transform: two sources with identical spectra

having differing geometric delays τ depending upon their position in the sky (left). Their delay

spectra (right) are peaked at the corresponding geometrical delays and bound by the horizon

limit, defined as the maximum allowed delay, i.e. the delay corresponding to the horizon (from

Parsons et al., 2012).

where the frequency range B = ν2 − ν1 is often chosen such that Beff ≈ 10MHz. The cosmic

evolution limits the largest bandwidth to about 10 MHz, since for larger bandwidths the evolution

of the Universe begins to impact the result as there are significant changes in IGM morphology

over the studied period (Thyagarajan et al., 2013).

In the small angle approximation, the comoving transverse distance is given by x⊥ = x(z)θ,

where θ = (θx, θy). If θx = θy = θ then the components of x⊥ are given by:

Dc = x(z)θ. (3.29)

The radial distances are measured relative to the central value of the observing bandwidth, and

thus we can replace ∆x|| and ∆ν with just x|| and ν respectively. The spacial frequency of the

power spectrum k = (k||,k⊥) corresponding to position vector x = (x||,x⊥) can be expressed

as (Thyagarajan et al., 2013):

k|| =
2πν12H0E(z)

c(1 + z)2
τ, (3.30)
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and

k⊥ =
2πν

cDc

b. (3.31)

Considering the change of variables from τ to k = |k| the three dimensional power spectrum

from visibility measurements can be finally expressed as (Thyagarajan et al., 2013):

P (k) = |Ṽ (τ)|2
(
λ2

2kB

)2(
D2
c∆Dc

Beff

)(
1

ΩBeff

)
(3.32)

where λ is the center wavelength of observing bandwidth, ∆Dc = ∆x|| and Ω the field of view

solid angle. The units of equation 3.32 are mK2(h−1Mpc)3.

3.3 Foregrounds: an overview

The biggest challenge in the measurement of the redshifted 21 cm signal is the presence of

foregrounds which are a few orders of magnitude brighter than the cosmological signal (e.g.,

Bernardi et al., 2010). In Fig 3.3, we show the brightness temperature of foregrounds compared

to the 21 cm signal. The Galactic component dominates at large angular scales and account for

∼ 70% of the total power, while extra-galactic sources are relevant at small angular scales and

accounts for the remaining∼ 30% (Santos et al., 2005). The knowledge of foreground properties

is important in order to separate them from the 21 cm signal.

3.3.1 Galactic synchrotron emission

Synchrotron radiation occurs when a relativistic electron is accelerated in a magnetic field. Ac-

celerated charged particles generate electromagnetic waves with a radiation power given by (Ry-

bicki & Lightman, 1979):
dE

dt
∝ γ2H2 sin2(θp), (3.33)

where γ, H and θp are the Lorentz factor, the magnetic field strength and the pitch angle between

the electron velocity and the magnetic field, respectively. The peak intensity of the radiation

occurs at a critical frequency νcr:

νcr ∝ γ2H, (3.34)
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Figure 3.3: Illustrations of the various foreground components and their relative brightness tem-

perature in contrast to the 21 cm signal (from Jelić et al., 2008).

i.e., the more energetic the electron, the higher the frequency of the emitted radiation. In the

Milky Way, relativistic electrons with γ = 104 are essentially produced by supernovae in the

Galactic plane and spiral around the Galactic magnetic field, which has a strength of about 10 µG

(Haverkorn, 2015).

Relativistic electrons have a broad distribution in energy and, therefore, span a range of

critical frequencies. As a result, the observed synchrotron spectrum I(ν) can be approximated

by a power law:

I(ν) ∝ NeB
(Θ+1)/2
⊥ ν−(Θ−1)/2, (3.35)

where Ne is the electron number density, B⊥ is the magnetic field component perpendicular

to the line of sight, Θ is the power law index of the electron spectral distribution (Pacholczyk,

1970). The spectral index of a source α is defined such that flux density S(ν) at frequency ν is

given by:

S(ν) ∝ ν−α, (3.36)

thus the spectral index of the Galactic synchrotron emission is α = (Θ − 1)/2. Measurements

of Galactic synchrotron radiation are often expressed in terms of brightness temperature T (ν):

T (ν) ∝ νβ, (3.37)
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where β = −2 + α.

One of the best templates of Galactic synchrotron emission is the 408 MHz all-sky map with

a resolution of 56 arcmin (Fig 3.4; Haslam et al., 1982). Beuermann et al. (1985) interpreted the

408 MHz as the combinations of the emission from a thin disk (10%) and a thick disk (90%) that

extends over several kpc, where relativistic electrons and magnetic fields are likely dynamically

coupled to the hot Galactic halo.

The Galactic synchrotron radiation is expected to have smooth frequency spectra. It has,

however, complex spatial morphology with spatial variations down at 13 arcmin (e.g., Bernardi

et al., 2010). These spatial fluctuations can couple to frequency structure when measured with

an interferometer (Bernardi et al., 2010; Parsons et al., 2012).

Figure 3.4: Comparison between the 150 MHz (left, Landecker & Wielebinski, 1970) and the

408 MHz maps (right, Haslam et al., 1982). We note the similar morphologies between the two

frequencies.

3.3.2 Extra-galactic foregrounds

Extra-galactic foreground emission mostly comes from Active Galactic Nuclei that accrete ma-

terial on a central black hole (e.g., Krolik, 1998). Relativistic jets can be emitted by the black

hole and emit synchrotron radiation. Most extra-galactic sources show a power law spectrum,

with a median spectral index of α = 0.8 (De Breuck et al., 2000). Deviations from the spectral

smoothness are expected at low-frequencies as a consequence of synchrotron self-absorption.
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Synchrotron self-absorption occurs when the source density is high and re-absorption of the

radiation occurs by the plasma itself. This phenomenon becomes important as it leads to an in-

verted spectral index α = −0.5 below a turnover frequency. The turnover frequency is generally

between 10 MHz and 1 GHz (Kellermann & Pauliny-Toth, 1969).

Current surveys, however, do not show strong evidence for synchrotron self-absorption. A

study of sources in the Galactic and Extragalactic All-sky MWA (GLEAM Hurley-Walker et al.,

2017) survey by Callingham et al. (2017), found that only ∼ 5% of the sources show a turnover

between 72 MHz and 1.4 GHz.

3.4 Foreground mitigation methods

The problem of mitigating (or separating) the 21 cm signal from foregrounds is one of the most

active research lines. Foreground mitigation strategies can be broadly divided into subtraction

and avoidance methods. We review both methods in this section, also discussing their strengths

and limitations.

3.4.1 Foreground subtraction

Foreground subtraction methods attempt to model and subtract foregrounds from 21 cm obser-

vations. The process generally begins with the subtraction of bright, compact sources. The

subtraction is normally done in visibility space (e.g., Yatawatta, 2010) often including direction

dependent calibration (Yatawatta et al., 2013; Smirnov, 2011). After bright source subtraction,

the sky brightness is dominated by the diffuse foreground emission (i.e., Bernardi et al., 2010).

The modelling and subtraction of diffuse foreground emission is generally performed in two

ways:

• Parametric Fitting: In this method, a foreground spectral model is assumed, and its coeffi-

cients are fitted to the data on an image pixel basis (e.g., Wang et al., 2006; Bowman et al.,

2009; Liu et al., 2009). For example, a polynomial function is fitted for each pixel of the

observed image cube (Bowman et al., 2009).
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• Non-parametric Fitting: In this method, the functional form used to model foregrounds is

not fixed a prior, but foreground properties and their statistics are assumed (e.g., Harker

et al., 2009). A recent method uses a statistical model for extra-galactic sources and Galac-

tic synchrotron emission (Trott et al., 2016).

Chapman et al. (2014) performed a series of simulations showing that foreground avoidance

methods enable better recovery of the 21 cm signal at k⊥ > 0.6Mpc−1, while foreground removal

methods are able to recover significantly more signal at small values of k|| in both current and

future experiments. Chapman et al. (2014) also found that if foreground spectra are unsmooth

both methods perform well at low k|| modes, however, at high k|| modes foreground subtraction

methods are able to recover more signal.

Some of the brightest sources can have complicated, extended morphologies: failures in their

accurate modelling and subtraction can leave residual foreground contamination that may prevent

the 21 cm detection. Over-fitting diffuse emission may equally lead to 21 cm signal loss (e.g.,

Wang et al., 2013).

3.4.2 Foreground avoidance

The need for high accuracy calibration and modelling required in foreground subtraction has led

to alternate methods of detecting the 21 cm signal, e.g. methods that attempt to avoid foregrounds

rather than subtracting them. We illustrate this concept in the following.

In Sect 3.2 we expressed the power spectrum in terms of the delay spectrum. We defined the

delay spectrum of a single baseline as:

Ṽpq(τ) =

∫ ν2

ν1

Vpq(ν)W (ν) e−2πiντ dν, (3.38)

where

Vpq =

∫ ∫
Ep(l,m, ν)E∗q (l,m, ν) Iν(l,m, ν) e−2πi(upl+vpm) dl dm. (3.39)

Note that, by looking at the power spectrum in frequency, we are actually measuring the power

spectrum along the line of sight distance through the Universe (see Sect 3.2). For a flat spectrum
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point source, the delay spectrum of a single baseline is a Dirac delta function centred on the geo-

metric delay of the source τs. However, if the source spectrum is not flat, its delay transform will

have a range of values centred on the geometrical delay (see Fig 3.2). As long as the sky emis-

sion remains smooth in frequency, it is expected that the delay spectrum is bound to a maximum

delay set by the horizon limit τmax (Parsons et al., 2012):

τmax =
|b|
c
. (3.40)

Smooth-spectrum foreground emission is therefore bound to a maximum delay that is baseline

dependent. The delay spectrum from four baselines with varying length is shown in Fig 3.5. The

baseline length is proportional to k⊥, therefore, the foreground power spectrum is expected to be

confined to a specific region which assumes a wedge–like shape in k space defined as:

k‖ ≤
H(z)D(z)

c(1 + z)
k⊥, (3.41)

and this represents the k‖ horizon limit (Fig 3.6). The EoR signal is fluctuating on scales of a

few MHz (Parsons et al., 2012; Thyagarajan et al., 2013; Pober et al., 2013) and is, therefore,

expected to extend beyond the horizon limit, the so-called EoR window. The principle behind

avoidance indeed is that the EoR power spectrum can be measured in the EoR window without

foreground contamination and without the need to model foreground sources.

In practice, smooth spectrum foregrounds are corrupted by instrumental effects. The calibra-

tion process is an attempt to correct for these corruptions. As we have discussed in Sect 3.1.5, the

calibration process makes use of a sky model to correct for instrumental effects (Smirnov, 2011).

Sky models are built from catalogues of compact sources of known properties, and often cover an

area larger than the field of view of the array (Yatawatta et al., 2013; Pober et al., 2016). The sky

model ideally should contain the entire sky emission. However, sky models remain incomplete

as source catalogues are insufficient at fully characterising their properties (Grobler et al., 2014;

Wijnholds et al., 2016). Errors in calibration due to incomplete sky models lead to an overall

leakage of foreground power into the EoR window (Ewall-Wice et al., 2017).

In a transit array, the pointing direction of the array is defined by digitally introducing differ-

ent delays to antenna measurements. The resulting primary beam has noticeable changes over
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Figure 3.5: Simulated delay spectra for four baselines with differing lengths: 32 m (top left),

64 m (top right), 128 m (bottom left) and 256 m (bottom right). The dashed-lines correspond to

the maximum geometric delay. Smooth-spectrum foreground emission is bound to the horizon

limits, whereas the EoR signal (light blue regions) extends beyond them (from Parsons et al.,

2012).

the observing time. This results in an apparent variable sky, with large variations occurring away

from the pointing direction, due to variable side lobes (Bhatnagar. et al., 2008; Bernardi et al.,

2015). If the primary beams are different, side lobe variations can be as large as large as 30% in

some cases (Neben et al., 2016). And if the primary beam effects are not sufficiently corrected

for, it can bias the calibration solution, thus corrupting foreground spectra.

3.5 Detection of the 21 cm signal using the power spectrum of

the bi-spectrum phase

In the previous section, we discussed how instrumental effects (including calibration errors) cor-

rupt intrinsic smooth foregrounds and may invalidate the assumptions behind avoidance. Thya-
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Figure 3.6: Example of foreground wedge in (k‖, k⊥) space, from a 150 MHz observation (Pober

et al., 2013). We can see that most of the power is confined below the horizon (white) line, which

is proportional to the baseline length. Beyond the horizon, in the EoR window, the power drops

by ∼ 4 orders of magnitude. We also note that the foreground power leaks slightly beyond the

horizon - the orange line indicates a 50 ns delay beyond the horizon.

garajan et al. (2018) propose to detect the 21 cm signal using closure phases. The idea behind the

use of closure quantities is that they are insensitive to direction independent calibration effects

and, therefore, circumvent the problem of corrupting foreground properties - at least in principle.

The bispectrumCijk is defined as the triple product of three visibilities from baselines (ij, jk, ki):

Cijk = VijVjkVki, (3.42)

where indices i, j, k are antenna labels. The closure phase is defined as the complex phase of

the bispectrum. In this section, we will consider single-polarization visibilities and assume that

gains can be factored into antenna-based gains, and that they are not baseline-based. If we define

g as a complex number that is the inverse of the antenna gain, calibrated visibilities V can be

written as:

Vij = gi V
O
ij g

∗
j = |g|i eiφi |V |Oij eiφ

O
ij |g|j e−iφj , (3.43)
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Figure 3.7: Schematic representation of the closure phase.

where V O is the observed visibility (i.e. the correlator output). The bispectrum then becomes:

Cijk = |g|ieiφi|g|jeiφj |g|keiφk |V |Oijeiφ
O
ij |V |Ojke

iφOjk |V |Okieiφ
O
ki |g|je−jφj |g|je−iφj |g|ke−iφk

= |g|2i |g|2j |g|2k |V |Oij |V |Ojk |V |Oki e
i(φOij+φ

O
jk+φOki), (3.44)

as the antenna-gain phases cancel out in the second step.

The closure phase is defined as the phase term (exponent) of the visibility bispectrum:

φO = φOij + φOjk + φOki, (3.45)

and we have shown the well-known property that it is independent of calibration (Fig 3.7).

Although closure quantities are immune to calibration errors, their foreground contribution

still needs to be separated from the cosmological signal. Thyagarajan et al. (2018) performed

simulations of closure spectra that include foregrounds and a fiducial 21 cm signal. They simu-

lated a 14.6 m baseline including an idealized HERA primary beam and found that closure spec-

tra remain relatively smooth across most of the HERA observing band (Fig 3.8). Conversely,

the EoR closure spectrum highly fluctuates along frequency. This analogy with the behaviour

of the delay transform suggested that an avoidance-like approach may be able to separate the

foreground closure spectra from the 21 cm closure spectra. They, therefore, defined the delay
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transform Ξ:

Ξ(τ) =

∫
ξO(ν)W (ν)e2πiντdν, (3.46)

where ξ is the complex closure spectrum:

ξO(ν) = eiφO(ν), (3.47)

and W (ν) is a window function (typically a Blackman-Harris function, Parsons et al., 2012;

Thyagarajan et al., 2013).

The power spectrum of the bispectrum phase PO can therefore be defined as (Thyagarajan

et al., 2018):

PO(k||) = <e
{

ΞO(τ)Ξ∗O′(τ)

}(
∆D

B2
eff

)
, (3.48)

where ∆D = ∆D(z) is the comoving depth along the line of sight corresponding to Beff , <e

denotes the real part and O denotes a triad. As in section 3.4, by looking at the power spectrum

of the bispectrum phase in frequency, we are actually measuring the power spectrum along the

line of sight distance through the Universe. The units of the power spectrum of the bispectrum

phase are h−1 Mpc.

Figure 3.9 shows that the 21 cm power spectrum of the bispectrum phase can be separated

from foregrounds at |k||| ≥ 0.5 h Mpc−1 for the bands centred at z = 8.5 and z = 7.1. At

z = 10.4, the foreground bispectrum phase seems to have too much structure to be separated

from the 21 cm signal.

In summary, Thyagarajan et al. (2018) offer an alternative way to detect the 21 cm signal

using the bispectrum phase. This method has the appealing feature of avoiding the need for

accurate calibration and is expected to work as long as the foreground closure spectra remain

smooth in frequency.

3.6 Thesis motivation

As we discussed in the Sect 3.4, foreground separation (either in the form of subtraction or avoid-

ance) is hindered by instrumental effects. Such errors can be in the form of direction independent
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Figure 3.8: Closure spectra of various sky components: a single point source (black line), point

sources only (cyan), diffuse emission (blue), diffuse emission and point sources (red), and the

21 cm signal (gray). The orange bands denote the frequency sub-bands centred on 125, 150 and

175 MHz respectively. Each sub-band is 10 MHz wide (from Thyagarajan et al., 2018).

calibration errors (Trott et al., 2016; Barry et al., 2016; Procopio et al., 2017), or direction de-

pendent errors like, for example, poorly known or inaccurate primary beams (Neben et al., 2016;

Ewall-Wice et al., 2017; Dillon et al., 2018). While closure phases are unaffected by direction

independent calibration errors, they are not immune to direction dependent effects. In the HERA

case, a prominent source of direction dependent errors may be due to primary beams that can

be different from dish to dish, due to mutual coupling effects generated by the closely packed

configuration.

In this thesis, we used simulations of HERA primary beams that include mutual coupling

effects (Fagnoni et al., 2019) to quantify their impact on the detection of the 21 cm signal through

the power spectrum of the bispectrum phase.
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Figure 3.9: Power spectrum of the bispectrum phase of the main components shown in Fig 3.8:

foregrounds only (green circles), foregrounds and instrumental noise (red), foregrounds, instru-

mental noise and a fiducial 21 cm signal (grey), foregrounds, instrumental noise and an optimistic

21 cm signal (black). A coherent average of Nm ∼ 106 measurements of a 14.6 m triad (high-

lighted on a HERA-19 layout on the top left corner) was considered. For a detailed review of

the simulations see Thyagarajan et al. (2018). Left panel is centred at z = 10.5, central panel

at z = 8.5 and right panel at z = 7.1. The detection of the bispectrum phase of a fiducial EoR

model is expected to be possible at z = 8.5 and z = 7.1 respectively (from Thyagarajan et al.,

2018).



CHAPTER 4

Simulations of foreground closure spectra

In this chapter, we study closure spectra using different sky models. We study how closure

spectra vary as sky models become more realistic. We show the independence of the closure

spectra from antenna based corruptions. We eventually study the impact of the primary beams

on closure spectra.

4.1 Closure spectra of sky models

We simulate sky models composed of point sources centred at right ascension (RA) α = 3h20m06s

and declination (DEC) δ = −30◦46′51′′. Positions and flux density values are taken from the

GaLactic and Extragalactic All-sky MWA (GLEAM) survey catalogue (Hurley-Walker et al.,

2017). The GLEAM catalogue covers the HERA bandwidth, i.e. 100 − 200 MHz, it is also the

most complete catalogue with the largest sky area at low frequencies to date. To keep our sky

models simple, we limit the field to 30◦ × 30◦, and use only sources brighter 5 Jy at 151 MHz.

Our simulated sky patch, therefore, contains a total of 29 sources.

We use equation 3.17 to simulate sky models, but we remove the effect of the primary beam

47
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Figure 4.1: HERA array configuration used in this thesis. The number denote dishes in the array.

Colours denote antenna in simulated triads: 72 m equilateral triad (red), 14 m equilateral triad

(purple) and 29 m linear triad (green).

Model Number of sources

Model 1 1

Model 2 2

Model 3 5

Model 4 10

Model 5 20

Model 6 29

Table 4.1: Number of point sources included in each simulated sky model.
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Triad type f(◦)[degrees]

14 m Equilateral triad 7.84

29 m Linear triad 3.95

72 m Equilateral triad 1.58

Table 4.2: Resolution of the largest baseline in each triad type.

by setting Ep = Eq = 1. Simulated visibilities are given by:

Vpq(t, ν) =
Ns∑
s=1

Xs,pq. (4.1)

We study the closure spectra of different sky models, with a varying number of sources. We

simulate a total of six sky models labelled 1, 2, 3, 4, 5 and 6. Figure 4.1 shows the array layout

used in simulations, and Fig 4.2 shows a dirty image of each model, made using clean in the

(Common Astronomy Software Application) (CASA, McMullin et al., 2007). Images have a size

256 × 256 with a pixel resolution of 10 arcmin pixel−1. In Table 4.1, we also show the number

of sources for each sky model. We simulate closure spectra from three triads: 14 m equilateral

triad (14EQ), 29 m linear triad (29LN) and 72 m (72EQ) equilateral triad. The EQ14 triad

consist of antennas [24, 25, 38], 29LN [12, 13, 14] and 72EQ [1, 66, 71], shown in Fig 4.1. The

corresponding closure spectra are shown in Fig 4.3.

Before discussing these results, we consider a simple example of a sky model with a point

source located at σ0 with a brightness I0. The brightness of the source can be described by a

Dirac delta function Iν(σ) = I0δ(σ − σ0) and the measured visibility by antennas a, b are:

Vab = I0e
−2πidab·σ0 . (4.2)

The visibilities measured by antenna b, c and c, a are given by:

Vbc = I0e
−2πidbc·σ0 . (4.3)

Vca = I0e
−2πidca·σ0 . (4.4)

The bi-spectrum is therefore given by (see equation 3.44):

Cabc = I3
0e
−2πi(dab+dbc+dca)·σ0 . (4.5)
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Figure 4.2: Dirty images of simulated sky models at 150 MHz: model 1 (top left), model 2 (top

right), model 3 (left centre), model 4 (right centre), model 5 (left bottom) and model 6 (right

bottom).
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Figure 4.3: Simulated closure spectra of sky models (see Fig 4.2) from the three triad types

shown in Fig 4.1. Top left panel: model 1, top right panel: model 2, left centre panel model 3,

right centre panel: model 4, left bottom panel: model 5 and right bottom panel model 6. The

black line shows the closure spectra from the 72 m equilateral triad (EQ72), the red line shows

the closure spectra from the linear triad (LN29), and the blue line shows the closure spectra from

the 14 m equilateral triad (EQ14).
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The vectors dab,dbc,dca form a triangle and therefore their sum is a null vector. The bi-spectrum

is given by:

Cabc = I3
0 . (4.6)

This shows that the closure phase of a point source is zero, irrespective of source position and

triad type. For an asymmetric sky model, for example, a model with two or more sources with

different flux densities, the closure phase will not be zero and depend upon the source orientation.

From the results in Fig 4.3, we can see that closure spectra of model 1 are zero for all simu-

lated triads, as expected. For model 2, however, we find the closure spectra from the 72EQ triad

deviate from zero unlike those from 14EQ and 29LN triad. We interpret this as an effect due to

the different baseline separation. Each baseline is sensitive to spatial scales comparable to f i.e.

the resolution of the baseline, given by:

f ∝ λ

|b|
, (4.7)

where λ is the observing wavelength and |b| is baseline length, for review see Thompson et al.

(2008). Table 4.2 shows the value of f , for the largest baseline in each triad at 150 MHz. The

72EQ triad is sensitive to smaller scales compared to baselines in other triads. 14EQ and 29LN

triads are not sensitive to the distance between point sources in model 2. When we consider

closure spectra of model 3, we find that the closure spectra from triads with the longest baseline

(EQ 72), has more frequency structure than triads with smaller baselines (EQ14 and LN 29).

Lastly, the closure spectra of complex sky models (model 6), i.e. large number of point sources,

shows a pronounced frequency structure compared to simple sky models (model 3).
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4.2 Closure spectra simulations with direction independent

effects

In this section, we validate our simulations against the independence of closure spectra to antenna

based corruptions. We make use of calibration solutions that were generated using the absolute

calibration pipeline developed by Kern (2018). The model visibility data was corrupted using

antenna gain solutions B(ν), Gphase
p , Gamp

p and Kp derived from actual HERA observations

(Kern, 2018). The corrupted model visibilities V c are obtained as:

V c
pq(ν) = Bp(ν)Ga

pG
p
p kq V

m
qp (ν) (Bq(ν)Ga

q G
p
qKq)

∗, (4.8)

where (p, q) indicate the antenna pair, V m and V c the model and corrupted model visibilities

respectively and B(ν), Ga, Gp, Kq are the per-antenna bandpass, gain amplitude and phase and

delays respectively.

Figure 4.4 shows the visibility amplitude and phase for the 14 m baseline [11,12] i.e. an-

tenna 11 and 12 (see Fig 4.1) for model and corrupted visibilities, respectively. As expected,

visibilities from model and corrupted model data differ largely in phase and in amplitude. The

closure spectra from both model and corrupted model visibilities are shown in Fig 4.5. Indeed

as expected closure spectra from both model and corrupted model visibility is exactly the same

for all triads. Thus we show through our simulations the independence of the closure spectra on

antenna based gains.

4.3 Closure spectra simulations with direction dependent ef-

fects

In this section, we study the impact of the primary beam on closure spectra. Before we begin, we

first define some relevant quantities used in the following. We use a normalised primary beam

pattern to simulate observations. The normalised primary beam pattern at a frequency ν is given
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Figure 4.4: Left: Comparison between model (blue) and corrupted (red) visibility amplitude |V |

from 14 m baseline pair [11, 12]. Right: same as left but for the visibility phase.

Figure 4.5: Simulated closure spectra for model 6: closure spectra from corrupted (left) and

model (right) visibilities. The black line shows the closure spectra from the 72 m equilateral

triad (EQ72), the red line shows the closure spectra from the linear triad (29LN), and the blue

line shows the closure spectra from the 14 m equilateral triad (EQ14).

by:

En(θ, φ) =
E(θ, φ)

max(|E(θ, φ)|)
, (4.9)

where
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Figure 4.6: Normalised Airy power pattern in dB in units.

θ = α− α0, (4.10)

φ = δ − δ0, (4.11)

with α0 and δ0 are RA and DEC coordinates of the pointing direction. We also define the dB

gain of the primary beam as:

GdB(θ, φ) = 10 logE2
n(θ, φ). (4.12)

As the HERA dish has an approximately circular aperture (see Fig 2.7) we model its primary

beam using an Airy power pattern. The intensity Iν of an Airy power pattern is given by:

Iν(γ) = I0

[
2J1(kρ sin θ)

kρ sin θ

]
(4.13)

where γ =
√
θ2 + φ2, is the radial distance from pointing direction, I0 is the maximum intensity,

ρ is the aperture radius, k = 2πν/c is the wavenumber, and J1 is the Bessel function of the first



Simulations of foreground closure spectra 56

kind. The nulls of J1 occur at values x = [3.8317, 7.0156, 10.1735...], hence the first null occurs

at

kρ sin γ = 3.8317, (4.14)

and for small values of γ this becomes

γ ≈ 3.83

kρ
=

3.83c

2πνρ
. (4.15)

Thus, the null positions decreases with increasing frequency. For our simulated Airy power

pattern beam the first null is at γ ≈ 20◦ at ν = 100 MHz. The normalised Airy power pattern

beam is shown in Fig 4.6.

We simulate four sky models A1, A2, A3 and A4 whose sources are distributed on a 110o ×

70o field of view. We first place sources on the main lobe of the beam and progressively add

sources positioned on the sidelobes, and we apply the primary beam to simulated sky models.

Figure 4.7 shows the distribution of sources in each model on the beam. All simulated point

sources have a flux density of 1 Jy and a spectral index α = 0.7. We simulate observations with

a 14 m equilateral triad. Note that, the direction dependent effects i.e. antennas primary beam

are the same for all simulated antennas in this section.

Figure 4.8 shows the closure spectra from simulated sky models with and without the primary

beam. We find the closure spectra of models A1, A2, A3 with beam applied (red) to have sim-

ple frequency structure compared to sky models without beam (blue). This is because, sources

located on sidelobes are attenuated by the beam, and their contribution to the overall closure

spectra is reduced. As a result sources on the main lobe dominate the closure spectra.

Closure spectra for model A4 have notably more frequency structure, though sources are

attenuated by the beam. In this case, individual sources have a significant contribution to clo-

sure spectra, and thus influence the frequency structure in the closure spectra. In addition, the

spectral response of the beam at sidelobes also introduces frequency structure. These two effects

combined results in the observed frequency structure in closure spectra of model A4 (red). Most

notably as well, due to beam attenuation, the closure spectra of model A4 with beam applied

varies in the range [−0.01, 0.01], which is 100 times smaller than the range of closure spectra

from the same sky model without beam (blue).
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In conclusion, in this chapter we have learnt that closure spectra of complex sky models

typically show a pronounced frequency structure. This is also true for triads with large baselines.

Lastly, we have also learnt that the primary beam effectively attenuates sources on the sidelobes,

and thus minimises their impact on the closure spectra, and that this results in smooth closure

spectra. However, in the case that there are only sources on the sidelobes, the closure spectra has

a pronounced frequency structure, due to first, the significant contribution of each source to the

closure spectra as well as the spectral response of the beam at the sidelobes.

Figure 4.7: Airy power pattern at ν = 100 MHz (dB units). Blue dots mark the point source

position for each sky model considered. Model 1A (top left), Model 2A (top right), Model 3A

(bottom left) and Model 4A (bottom right).
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Figure 4.8: Simulated closure spectra from 14EQ of four sky models shown in Fig 4.7. Model

1A (top left), Model 2A (top right), Model 3A (bottom left) and Model 4A (bottom right). Red

and blue lines show closure spectra for sky model with and without primary beam, respectively.



CHAPTER 5

Simulations of foreground bi-spectrum phase using mutual

coupling beams

In this section, we study the impact of primary beams affected by mutual coupling on the power

spectrum of the bispectrum phase. We recall that when we consider primary beams in the RIME,

visibilities V m
pq measured by the antenna are defined as:

Vpq(t, ν) =
Ns∑
s

Es,p(t, ν)Bs(ν)EH
s,q(t, ν), (5.1)

and the closure spectra depends on the brightness of the source B and antenna primary beam

patterns Ep and Eq . If the antenna primary beams are different from each other, i.e. Ep 6= Eq,

the phase of complex beams does not cancel out. Mutual coupling amongst antennas introduces

variations in the antenna primary beam response that depend upon the position of the antenna in

the array, and we expect closure spectra to be dependent - amongst other things - on the phase of

each primary beam in this case.

Mutual coupling describes the interactions between antennas in an array (e.g., Craeye &

González-Ovejero, 2011). These interactions include multi-path propagation as a consequence

59
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Figure 5.1: HERA 19 array layout. In this work, we used the simulated primary beam pattern

corresponding to label 22, i.e. the Y polarization (North-South) for a central dish and a beam

pattern that corresponds to the Y polarisation of an edge antenna like label 26 (from Fagnoni

et al., 2019).

of signals reflected by neighbouring antennas. Fagnoni et al. (2019) carried out simulations of

HERA dishes which included the receiving system and the effects of mutual coupling for two

polarisations, i.e. X and Y , for the antenna layout shown in Fig 5.1.

Fagnoni et al. (2019) showed that mutual coupling eventually introduces extra sidelobe rip-

ples and increases the sidelobe level by 2 − 4 dB (Fig 5.2 and 5.3). It also changes the gain at

zenith as a function of frequency up to∼ 0.3 dB (Fig 5.3) with respect to the unperturbed beams.

The beam value at zenith oscillates with a periodicity of about 20 MHz, which corresponds to re-

flections occurring at 15 m, approximately the distance between the centre of two dishes. These

effects lead to further deviations from the smooth ideal beam response. Lastly, antennas may

experience a varying degree of mutual coupling and, as a consequence, an antenna at the edge ar-

ray has an asymmetric primary beam pattern since one side of antenna experiences more mutual

coupling, i.e. side facing other stations, than the other side where there are no stations (Fig 5.3).
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Figure 5.2: 3D primary beam pattern of a HERA dish without (left) and with (right) mutual

coupling (from Fagnoni et al., 2019). The increased sidelobe structure is particularly visible.

Figure 5.3: Left panel: beam profiles at ν = 100 MHz: Airy power pattern (red), dish 22 beam

(blue) and dish 26 beam (green, see Fig 5.1), for the Y polarisation (North-South) of a HERA

dish. Right panel: gain variation at zenith, i.e. (θ = 0, φ = 0) as a function of frequency for

mutual coupling beams, in comparison to an Airy power pattern, which has a constant gain of

0 dB across frequency. We note the extra frequency structure introduced by mutual coupling

across the observing bandwidth even within the main lobe of the beam
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5.1 Simulations with perturbed primary beam

Before using the mutual coupling beams simulated by Fagnoni et al. (2019), we simulate an Airy

power pattern, which we perturb to have similar features to the HERA mutual coupling beams.

This exercise aims to decouple the various mutual coupling effects and gain a clearer intuition of

their impact on closure spectra and power spectrum of the bispectrum phase. We first simulate

the impact of enhanced sidelobe ripples and then the magnitude increase in sidelobe level.

We use Gaussian Processes (GP) to perturb the Airy power pattern beam. Before we proceed,

we briefly review GP. We can draw sample functions f(x) normally distributed around a mean

function m(x) with a covariance function k(x, x′). Gaussian processes are normally written as:

f(x) ∼ GP (m(x), k(x, x′)). (5.2)

The mean function and the covariance function are defined as:

m(x′) = 〈f(x′)〉, (5.3)

and

k(x, x′) = 〈[(f(x)−m(x))(f(x′)−m(x′))]〉, (5.4)

respectively, where 〈〉 denotes the expectation value. Gaussian processes in this form are appro-

priate for continuous functions; however, in this thesis work, we make use of functions defined

on a discrete domain, given by a vector x. To generate sample functions y = f(x), normally

distributed around a meanm and covariance matrixK:

y ∼ N(m,K), (5.5)

we use a scalar Gaussian generator. We first compute the Cholesky decomposition i.e. the matrix

square root L of a positive definite symmetric covariance matrix K = LLT. Then we generate

samples u by making multiple calls to a normal distribution scalar generator:

u ∼ N(0, I), (5.6)

where I is the identity matrix. Sample functions y are generated as follows:

y = m+ Lu, (5.7)
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which has a mean m and covariance matrix L〈[uuT]〉LT = LLT = K, since elements of u are

independent.

We use a squared exponential (SE) covariance matrix given by:

K(xa, xb) = σ2e−
(xa−xb)

2

2l (5.8)

where σ2 is the variance, xa and xb are points on the domain x, and l is the parameter that

determines the characteristic length scale of variations. Small values of l, will result in high

frequency variations of drawn sample functions y on the domain x. For an extensive review of

Gaussian process and their wide applications see Rasmussen & Williams (2005).

We use GP to simulate beam models with varying frequency ripples, i.e. the number of

ripples across the sidelobe region. We simulate three different sky models (Fig 5.4), where we

randomly place 100 point sources in the main lobe and another 100 across the beam sidelobes.

All sources have a 1 Jy flux density at 150 MHz and a spectral index α = 0.7. We perturb

the Airy power pattern sidelobes values, stored in vector b = E(νn, θs, φs) at positions (θs, φs)

corresponding sky model sources shown in the top right panel of Fig 5.4 (sources only across

sidelobes). That is, at each angular position the beam is perturbed at all frequencies and this

perturbation is uncorrelated with different sky positions. We use equation 5.7 to obtain perturbed

values b′ = E′(νn, θs, φs):

b′ = b+L (νn,a, νn,b)u, (5.9)

where νn,a, νn,b are points on a discrete frequency domain νn and νn = ν/150 MHz. We use

σ = 0.001, and this sets the amplitude of the perturbations, i.e. the amplitude of the sidelobe

ripples. We simulate two perturbed beam models E ′H and E ′L, where the characteristic length

scale of variations was chosen to be l = 0.001 and l = 1 respectively. The resulting beams are

shown in Fig 5.5.

We simulate noiseless visibilities for a 14 m equilateral triad, centred at 175 MHz (z = 7.1)

with aB = 30.77 MHz, corresponding to an effective bandwidthBeff = 9.77 MHz. The channel

width is df = 97.66 kHz, i.e. same observing setup as HERA. We simulate three different

triads OHHH , OLLL and OAAA corresponding to primary beams E ′H , E ′L and EA respectively, the
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Figure 5.4: Airy power pattern beam at ν = 100 MHz (dB units). Blue dots mark point source

positions within the beam. The top left panel shows a sky model where sources are randomly

distributed within the main lobe. The top right panel shows a sky model where sources are

randomly distributed only across sidelobes. The bottom panel shows the combination of the two

sky models, i.e. where sources appear both in the main lobe and in the sidelobes.

latter being the Airy power pattern. We quantify our results using closure spectra and the power

spectrum of the bispectrum phase (Thyagarajan et al., 2018):

PO(k||) = |ΞO(τ)|2
(

∆D

B2
eff

)
, (5.10)

where we take the absolute value rather than the real part of the delay closure spectra as our

simulations are noiseless.

Figure 5.6 shows the corresponding closure spectra and power spectra. Let us first consider

closure spectra and power spectra for sky models with sources only across sidelobes. Due to

sidelobe ripples, the closure spectra from triads with perturbed beams (OHHH and OLLL) show a

pronounced frequency structure in contrast to triad with the unperturbed beam (OAAA). Indeed,
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Figure 5.5: Left: gain amplitude as a function of frequency of the perturbed beam E ′(ν, θp, φp)

with l = 1 (blue line) and the Airy power pattern beam E ′L(ν, θp, φp) at the (θp, φp) =

(−18.9◦, 26.0◦) position. Right: same as left, but for the perturbed beam E ′H(ν, θp, φp) with

l = 0.001 (green line). We note that ripples are much closely spaced with respect to the l = 1

case.

as expected, the OHHH closure spectra shows more frequency structure compared to OLLL.

Power spectra from triads OHHH and OLLL are also fairly different than the OAAA case. The

sidelobe frequency structure turns into a high power level at almost all k values. In particu-

lar, the power spectrum from triad OLLL is 4 − 7 orders of magnitude higher than the power

spectrum from triad OAAA at |k‖| > 0.5 h Mpc−1. The power spectrum from triad OHHH has

even more power at |k‖| > 0.5 h Mpc−1, an approximately constant level that is ∼ 10 orders of

magnitude higher than the power spectrum from triad OAAA. In other words, if the foreground

rejection/suppression for the ideal Airy beam is about twelve orders of magnitude (ratio between

the peak and the k‖ ∼ 1 hMpc−1 value), such rejection is reduced to only five or even two orders

of magnitude in the presence of perturbed beams. This result is in qualitative agreement with

previous works that showed that the effects of non-ideal primary beams are to leak foreground

power into the EoR window (Bhatnagar. et al., 2008; Parsons et al., 2012; Pober et al., 2013;

Ewall-Wice et al., 2017).

Results for the model where sources are distributed across the whole primary beam are rather

different. Closure spectra are very similar for all the three different beam models, indicating that
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Figure 5.6: Top panels: Simulated closure spectra (left) and power spectra of the bispectrum

phase (right) of sky models with sources only across sidelobes (sky model shown on the top

right panel of Fig 5.4) for triads that include the Airy beam pattern (red), the perturbed beams E ′L

(blue) and E ′H (black) respectively. Bottom panels: same as top but for a sky model with sources

distributed across the whole sky patch (sky model shown on the bottom panel of Fig 5.4).

they are mostly dominated by in-beam sources where all the beams have a similar frequency

dependence. This is reflected in power spectra too, where the power spectrum from triad OLLL

is essentially similar to the one from the Airy beam. The power spectrum for triad OHHH still

shows deviation at |k‖| > 0.5 h Mpc−1, although the foreground rejection remains at the level of

approximately ten orders of magnitude. In other words, the presence of in-beam sources makes

the contribution from sidelobe sources fairly negligible, leading to a small leakage of power in

the EoR window.

Lastly, we study the impact of increased sidelobe level on the closure spectra and power
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Figure 5.7: Top panels: Simulated closure spectra (left) and power spectra of the bi-spectrum

phase (right) of sky models with sources only on sidelobes (see Fig 5.4) for triads that include

the Airy beam pattern (red), the perturbed beams E2 dB (blue), E4 dB (green) and E6 dB (yellow)

respectively. Bottom panels: same as top but for a sky model with sources distributed across the

whole sky patch (Fig 5.4).
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Beam model relative [dB] increase (R)

E0dB 0

E2dB 2

E4dB 4

E6dB 6

Table 5.1: Relative dB gain of four simulated beam models (see equation 5.11).

spectra. We simulate four primary beam models by increasing the E ′H sidelobe amplitude level

(Table 5.1). Each beam model Ei was obtained as:

10 log |Ei(θs, φs)|2 = R + 10 log |E ′H(θs, φs)|2, (5.11)

where i = 0, 2, 4, 6 dB denotes simulated beam models, θs and φs are coordinates of sources

located on sidelobes (top right panel of Fig 5.4). R = [0, 2, 4, 6] are the corresponding sidelobe

dB level increase relative to E ′H . We apply the perturbed beams Ei to the sky models shown in

Fig 5.4, with sources on the main and sidelobes of the beam (top left panel) and a sky model

with sources only on the sidelobes (bottom left). Figure 5.7 shows the corresponding closure and

power spectra.

We first consider the sky model with sources outside the beam main lobe. The closure spectra

from all simulated beams are largely the same, with only small differences and, as a consequence,

the corresponding power spectra also show similar features with variations much smaller than

∼ 10−10 h−1 Mpc at |k‖| > 0.5 h Mpc−1 than the typical power spectrum leakage level (see

Fig 5.6 and 5.7). This is also true for the sky model with sources both within the main beam

and across sidelobes. Differences in the power spectra are of the order of ∼ 10−17 h−1 Mpc.

Thus the increase of sidelobe level, up to 6 dB, has negligible impact on the closure and power

spectra. In summary, the largest contribution to foreground power leakage into the EoR window

are sidelobe ripples of the primary beam.
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Figure 5.8: Simulated closure spectra corresponding to sky models shown in Fig 5.4: OAAA (red)

, OCCC (blue), OEEE (yellow), OCEE (green) and OECC (cyan).

5.2 Power spectrum simulations with mutual coupling beams

In this section, we use primary beam patterns with mutual coupling generated by Fagnoni et al.

(2019). We use beams from dishes 22 and 26 (Fig 5.1) and simulate the effect of mutual coupling

of an antenna placed at the centre of the array and one at the edge, respectively. Hereon we denote

primary beam from dish 22, 26 and the Airy power pattern as EC , EE and EA respectively. We

simulate observations for a single polarisation, i.e. the Y polarisation.

We combine different primary beams to simulate five types of 14 m equilateral triads: (1) a

triad at the centre of the array, with antenna primary beams EC (OCCC); (2) one at the edge of

the array with one primary beams EC and two EE (OCEE); (3) a second triad at the edge with

two primary beams EC and one EE (OECC); (4) a hypothetical isolated triad with only edge
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Figure 5.9: Simulated power spectra of the bispectrum phase corresponding to sky models shown

in Fig 5.4. Top panel (Top right panel in Fig 5.4), center panel: (Top left panel in Fig 5.4) and

bottom panel (bottom panel in Fig 5.4). Colours denote power spectrum from simulated triads;

POAAA (red), POCCC (blue), POEEE (yellow), POCEE (green) and P4ECC (cyan).

beams EE (OEEE) and (5) a triad unaffected by mutual coupling with Airy-type primary beams

EA (OAAA). We study the impact of mutual coupling on the three sky models shown in Fig 5.4.

We use equation 3.17 to simulate visibilities with primary beam effects.

Figure 5.8 and 5.9 show the corresponding power spectra and closure spectra, respectively.

We first consider the sky model with sources within the main lobe. As the beam main lobe

in triads OCCC and OEEE varies with frequency (Fig 5.10), closure spectra show pronounced

frequency structure, leading to foreground power leakage. The leakage is more severe for triads

with different primary beams, i.e. OECC (cyan) and OCEE (green), as the phase information

of the beam does not cancel out. The complex phase of mutual coupling beams has a very

pronounced frequency structure, as can be seen in Fig 5.10. This inevitably leads to a pronounced
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Figure 5.10: Left: beam response [dB] averaged across all source locations for the sky model

with sources only in the main lobe (top left panel of Fig 5.4) as a function of frequency. Right:

beam phase at zenith as a function of frequency for EE (green), EC (blue) and EA (red).

frequency structure in the closure spectra, causing even greater leakage power, up to 12 orders

of magnitude higher than the power from the OAAA triad at |k‖| > 0.5 h Mpc−1.

The same general behaviour of the closure spectra and power spectra is found for other sky

models. However, it is worth noting that the leakage is much more severe at |k‖| ∼ 1.5 h Mpc−1,

up to∼ 5 orders magnitude higher when there are no sources on the main lobe. We also note that

models which have sources within the main lobe have nearly identical power spectra, as those

sources are the main contribution to the closure spectra.

Power spectra from triad OCCC results in the worst overall leakage compared to OEEE , i.e.

the blue line is at above the yellow line for most k‖ modes (Fig 5.9), and the difference in the

leakage level is of the order of ∼ 10−16 h−1 Mpc, most prominent when there are no sources

in the main lobe. We speculate that this may be the result of the EE beam having fewer ripples

on the side less affected by mutual coupling, resulting in a relatively smooth spectral response

compared to the EC beam which has ripples on either side of the beam (see Fig 5.3).

In our discussion so far, we always have restricted our power spectrum analysis to one field

at a time; that is, each of our plots thus far only compares/shows power spectra from the same

field. We now consider comparing power spectra from different sky models or fields. To do

this, we need to express the power spectrum in absolute units. Consequently, this also allows
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Figure 5.11: Simulated power spectrum from triads OCEE (top left panel), OCCC (top right

panel), OECC (bottom left panel) and OEEE (bottom right panel) of sky models shown in figure

5.4. Colours denote the sky model; blue (top right panel in Fig 5.4), magenta (top left panel in

Fig 5.4) and yellow (bottom panel panel in Fig 5.4). The power spectrum from sky model with

sources on the main lobe and sidelobes is almost identical to sky model with in-beam sources,

consequently the yellow line is on top of the blue line.

us to quantify the level of leakage in absolute units, rather than to use a relative comparison

power to the power spectrum of triad OAAA. The power spectrum of the bispectrum phase can

be expressed in units of mK2 (h−1 Mpc)3 as (Thyagarajan & Carilli, 2020):

PO(k||) = |Ψ̃O|2
(
λ2

2kB

)2(
D2
c∆Dc

Beff

)(
1

ΩBeff

)
, (5.12)

where

Ψ̃O = W̃ (τ) ∗ Ξ̃O(τ) ∗ Veff ∗ δ(τ), (5.13)

and W̃ and Ξ̃O are delay transforms of window function W and complex closure phase ΞO
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respectively, δ(τ) is the Dirac delta function centered delay τ = 0 and Veff :

(Veff )
−2 =

3∑
p=1

|Vp|−2, (5.14)

where

Vp =

∫
W (ν)V ′p(ν) dν∫
W (ν) dν

, (5.15)

and p denotes the baseline index in a triad. Vp is a normalisation factor. The closure spectrum

is a dimensionless quantity, and therefore contains no information on the relative brightness of

different fields. The normalisation factor accounts for the relative brightness of different fields

by scaling each individual power spectrum. We expect a bright field to have high power spectrum

compared to a cold field.

Figure 5.11 shows the power spectrum in mK2 (h−1 Mpc)3 units of simulated sky mod-

els (Fig 5.4) for all the triads with mutual coupling. The sky model with sources only across

sidelobes shows the worse leakage (see Fig 5.9). However, its power spectrum has relatively low

power in absolute units (Fig 5.11), up to∼ 2 orders of magnitude below the power spectrum from

sky models with in-beam sources, at all k‖ modes, except for OCCC , whereas the power spectrum

from the model with sources only on the sidelobe has higher power at |k‖| > 0.1h Mpc−1. The

power spectrum of the OCCC triad further demonstrates that the unsmooth spectral response of

the EC sidelobes causes leakage of power from low k‖ modes, i.e. |k‖| < 0.5h Mpc−1 to high k‖

modes.

5.3 Power spectrum simulations with realistic foregrounds and

mutual coupling beams
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Figure 5.12: Left: Image of Fornax A at ν = 150 MHz (Jy/pixel units). The model is based

on observations by McKinley et al. (2015). Right: Galactic diffuse emission at ν = 408 MHz

(Remazeilles et al., 2015). The colour scale is in log10 T [K] units.

We conclude by simulating a realistic sky model and incorporate the effect of mutual coupling.

We simulate three different pointings centred at LST = 3h 44m 6.7s, 6h 0m 6.7s and 8h 0m 6.7s

that we name GLEAM 1, GLEAM 2 and GLEAM 2 respectively. We extract sources from the

GLEAM catalogue brighter than 200 mJy at 151 MHz within a 110◦ × 70◦ region and centre on

each LST.

All sources are treated as point sources even if they may be resolved at the GLEAM resolu-

tion. This approximation is, however, valid given the very short baselines considered (14 m equi-

lateral triad). The total number of sources selected are between 20 000 and 30 000 for the three

pointings.

The GLEAM catalogue excludes bright sources like Fornax A. We include a model of For-

nax A based on observations by McKinley et al. (2015), where the core and the two lobes are

described by Gaussian components. The West lobe is modelled with a circular Gaussian that has

a 20′ axis and a spectral index α = 0.77. The East lobe is modelled with a circular Gaussian that

has a 15′ and a spectral index of α = 0.77. The core lobe is modelled with a circular Gaussian

that has a 5′ axis and a spectral index of α = 1. From the model image cube (Fig 5.12), we treat

each pixel of the image as a point source and use equation 3.17 to simulate Fornax A visibilities.

Fornax A is included in GLEAM 1 and GLEAM 2 pointings but not in the GLEAM 3 pointing
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Figure 5.13: Panels show simulated Galactic diffuse emission GLEAM 1 (top left), GLEAM 2

(top right) and GLEAM 3 (bottom). White contours shows nulls of the Airy power pattern. The

scale of the colour bar is log10 T [K]

as it is outside the field of view.

We also include Galactic diffuse emission from the 408 MHz Haslam map reprocessed by

Remazeilles et al. (2015). The map is in the Healpix coordinate system (Zonca et al., 2019), and

we transform it into the celestial coordinate system by mapping each pixel to the corresponding

α and δ. As a result, our transformed map (Fig 5.12) has the same resolution. We extrapolate the

map to 150 MHz, using a spectral index α = 0.7. We again treat each pixel as a point source and

simulate visibilities of the Galactic diffuse emission using equation 3.17. Figure 5.13 shows the

diffuse emission with respect to the pointing direction. We again simulate noiseless visibilities

for a 14 m equilateral triad, centred at 175 MHz (z = 7.1) with aB = 30.77 MHz, corresponding

to an effective bandwidth Beff = 9.77 MHz. The channel width is df = 97.66 kHz.
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Figure 5.14: Simulated closure spectra corresponding to sky models GLEAM 1 (top left),

GLEAM 2 (top right) and GLEAM 3 (bottom). The colours indicate the closure spectrum from

different simulated triads: OAAA (red), OCCC (blue), OEEE (yellow), OCEE (green) and OECC

(cyan). Black shows the average closure spectra from simulated triads OCCC , OECC , OCEE and

OEEE .

Figure 5.14 and 5.15 show the corresponding power spectra and the closure spectra, respec-

tively. The magnitude of the leakage is severe for the GLEAM 1 pointing particularly for triad

OCCC , OECC and OCEE at |k‖| > 0.5 h Mpc−1. The power spectrum is ∼ 10 orders of mag-

nitude brighter than the power spectrum from the OAAA triad. The rejection ratio at |k‖| ∼ 1 is

only∼ 6, with a leakage level that can compromise the detection of the 21 cm signal which is ex-

pected to be ∼ 8 orders of magnitude below the k‖ = 0 mode (Thyagarajan et al., 2018). Indeed

we expect such results for triads OECC and OCEE , given their spectral properties demonstrated

in the previous section. However, it is worth noting that, despite the fact that EC beam phase is
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Figure 5.15: Simulated power spectra corresponding to sky models GLEAM 1 (top), GLEAM 2

(top middle) and GLEAM 3 (bottom). The colours indicate the powers spectrum from different

simulated triads: OAAA (red), OCCC (blue), OEEE (yellow), OCEE (green) and OECC (cyan).

Black shows the power spectrum of average closure spectra from simulated triads OCCC , OECC ,

OCEE and OEEE , magenta shows the weighted averaged power spectrum (see equation 5.16).

cancelled out in triad OCCC , the triad has a leakage level close to triads OECC and OCEE . The

power spectrum of the bispectrum phase from triad OEEE is ∼ 4 orders below the OCCC triad at

|k‖| > 2 h Mpc−1. These results indeed, demonstrate again that the frequency structure of the

EC beam is much more pronounced than the EE beam.

Moving to pointing GLEAM 2, we can see that power spectra from triads OCEE and OECC

are at the same level as the GLEAM 1 pointing, ∼ 109 mK3 (h−1 Mpc3). However, the power

spectrum from OCCC has dropped by ∼ [6 − 8] orders of magnitude at |k‖| > 2 h Mpc−1, ∼ 1

order of magnitude below the power spectrum from triad OEEE . The explanation for this lies in

the brightness distribution of the Galactic emission across the beam, which is the brightest com-
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ponent in our sky models. Figure 5.13 shows that the brightest region of the Galactic emission is

located beyond the third sidelobe, and the emission in the main lobe is ∼ 2 orders of magnitude

colder. Hence, in this field the contribution of the bright region in the sidelobes is significant,

and the closure spectra shows consequently, a pronounced frequency structure (top right panel of

Fig 5.14), and thus leads to overall higher power leakage. This is in contrast with the GLEAM

2, which has a strip of bright emission along the first and second sidelobe, which are spectrally

smooth compared to sidelobes beyond the third sidelobe and hence, the resulting closure spectra

is relatively smooth, and thus leads to relatively less power leakage (Fig 5.15).

We finally consider the GLEAM 3 pointing. Power spectra from triads OCEE and OECC is

at same level as the GLEAM 1 pointing, at ∼ 109 mK3 (h−1 Mpc3). However, similarly to the

GLEAM 2 pointing, the power spectrum from OCCC and OEEE , has significantly less leakage

compared to GLEAM 1, up to∼ 8 orders of magnitude lower at |k‖| > 2 h Mpc−1. Interestingly,

the leakage level at |k‖| ∼ 1 h Mpc−1 of the power spectrum from OCCC in GLEAM 3 is now

∼ 1 order below that of GLEAM 2. Similarly, the power spectrum of triad OEEE has dropped

by ∼ 2 orders of magnitude at |k‖| ∼ 1 h Mpc−1. This is a consequence of the bright strip

Galactic emission crossing the main lobe of the beam (see bottom panel of Fig 5.13), and thus

suppressing the contribution to the closure spectra of any bright region in the sidelobes. This

results in relatively smooth closure spectra, and thus less power leakage is observed.

So far, we have calculated and analysed power spectra from a single triad. However, with

real observations, the power spectra from different triads are normally averaged together in order

to increase the Signal to Noise Ratio (SNR). We explore two ways of averaging the data. We

first consider the case that ideal redundancy is assumed, and therefore the closure spectra from

redundant triads are averaged together before computing the power spectrum (coherent average).

Second, we average the power spectra from different triads (incoherent average).

We evaluate the average power spectrum by first averaging closure spectra from triads with

mutual coupling beams, i.e. OECC , OCEE and OCCC and then compute the power spectrum of

the bispectrum phase from the average closure spectrum. Alternatively, we compute a weighted

average of the power spectra from triads with mutual coupling where the weight is given by the
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number of triads in the array configuration:

P̄ =
10POECC + 3POCCC + 2POCEE

15
, (5.16)

where the POECC , POCCC and POCEE are the power spectra from triads OECC ,OCCC and OCEE

respectively. The numbers 10, 3 and 2 express the relative ratio of north facing 14 m equilateral

triads - e.g. [0,1,12] - (see Fig 2.7) of type OECC ,OCCC and OCEE , respectively.

Figure 5.14 and 5.15 and show the corresponding closure spectra and average power spec-

trum, respectively. The average closure spectra has a pronounced frequency structure, due to the

frequency structure of closure spectra from triads OECC and OCEE , and their average leads to

closure spectra that also varies rapidly with frequency. As a result, the power spectrum of the

average closure spectra is similar to power spectrum from triads OECC and OCEE for GLEAM 2

and 3 pointings, and notably even higher than the GLEAM 1 pointing at |k‖| > 1 h Mpc−1. This

supports evidence that assuming ideal redundancy may worsen the overall leakage level.

The incoherently average power spectrum also has high power at large k‖ modes, but notably,

the power spectrum is approximately one order of magnitude lower than the coherently averaged

power spectrum for GLEAM 1 at |k‖| > 2 h Mpc−1. As there are more triads of type OECC ,

the weighted power spectrum is more similar to the power spectrum of triad OECC . However,

with full HERA array (350 antennas) we expect there to be more triads of type OCCC , and hence

the average power spectrum will be more similar to the power spectrum of OCCC , which has

significantly has less power at |k‖| > 2 h Mpc−1, for GLEAM 2 and 3 pointings, and therefore

the average power spectrum will have less power leakage at |k‖| > 2 h Mpc−1 than currently

simulated.

As a last note, these results show that for sky patches with bright sources across beam side-

lobes, a coherent average of the closure spectra will lead to greater leakage of power into the

EoR window compared to incoherent power spectrum average. The incoherent power spectrum

average of different LST bins reduces mutual coupling effects, in that, fields of type GLEAM 1

and 3 will be observed, and thus the leakage level of the average power spectrum at high k‖ will

reduce since power spectrum from fields of type GLEAM 1 have significantly less leakage level.



CHAPTER 6

Conclusions

Observations of the 21 cm signal from the Epoch of Reionization are challenged by the pres-

ence of bright foreground emission that requires an extremely accurate separation. In turn, this

separation can only occur if interferometric calibration is very precise (e.g., Bernardi, 2019):

calibration errors are limiting current 21 cm observations (e.g., Eastwood et al., 2019; Kolopanis

et al., 2019; Trott et al., 2020; Mertens et al., 2020; Gehlot et al., 2020).

The use of closure quantities has recently been proposed in the literature as an alternative

way to detect the 21 cm signal (Thyagarajan et al., 2018; Carilli et al., 2018) as they are, to first

order, insensitive to calibration errors. They are, however, affected by, for example, errors that

arise from antennas that are different from each other.

In this thesis, I investigated the effect that antennas with different primary beams have on

foreground closure spectra and, ultimately, on the power spectrum of the bispectrum phase - the

metric used to detect the 21 cm signal (Thyagarajan et al., 2018, 2020). In particular, I intend to

quantify how much foreground avoidance is affected by the presence of mutual coupling beams,

i.e. how much foreground power is spread into the EoR window.

I developed a pipeline to simulate foreground closure spectra as observed by the HERA triads

82
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that are more numerous in its highly redundant configuration, i.e. the 14 m and 29 m triads. I

first validated our pipeline by simulating closure spectra of simple sky models and primary beam

patterns. I also simulated calibration errors in order to reproduce the well-known result that

they do not impact closure spectra. I found that structure in closure spectra is mainly due to

the presence of sources across side lobes of the primary beam, as they have a strong frequency

dependence. This result is in qualitative agreement with the analysis of HERA data by Carilli

et al. (2018).

I eventually used realistic HERA beams simulated by Fagnoni et al. (2019) that include mu-

tual coupling effects that arise from the closely packed array configuration. Mutual coupling

beams have more pronounced side lobes and a more rapidly frequency variation compared to the

unperturbed beams. I first model the mutual coupling beams via Gaussian Processes in order to

gain an intuitive understanding of the mutual coupling effects and, eventually, I simulated ob-

servations with the actual mutual coupling beams. These simulations included point sources and

diffuse Galactic synchrotron emission for three HERA pointing centred at LST = 3h 44m 6.7s,

6h 0m 6.7s and 8h 0m 6.7s.

I found that mutual coupling beams lead to foreground closure spectra that have significantly

more frequency structures than the case with unperturbed beams. In turn, the foreground leakage

into the EoR window is ∼ 8 orders magnitude higher than the case of an ideal (Airy pattern)

beam at k‖ > 0.5 h Mpc−1. The foreground leakage is worse when edge antennas are included,

i.e. when the antenna beams not only suffer from mutual coupling, but triads include antennas

whose beams are different from each other. In this case, the power leakage is as high as ∼ 12

orders of magnitude compared to unperturbed beams. In this case, the rejection ratio at |k‖| ∼

1 is only ∼ 6. The isolation of the 21 cm signal from foregrounds at redshift z = 7.1 can

only be done at |k‖| > 0.5 h Mpc−1 and one needs a rejection ratio of at least ∼ 8 orders of

magnitude (Thyagarajan et al., 2018). Hence, the leakage level could have dire consequences on

the measurements, if not addressed.

In this thesis, we have therefore demonstrated and quantified the hypothesis that beams af-

fected by mutual coupling have a severe impact on foreground closure spectra. However, more

investigation is needed in order to conclude whether or not they may represent a showstopper for
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the detection of the 21 cm signal. Our simulations also provide a useful framework to interpret

observations and assess which power spectrum region is expected to be most contaminated by

foreground power leakage.
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